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Introduction: The pre-operative planning and intra-operative navigation of the endovascular aneurysm repair
(EVAR) procedure are currently challenged by the aortic deformations that occur due to the insertion of a stiff
guidewire. Hence, a fast and accurate predictive tool may help clinicians in the decision-making process and
during surgical navigation, potentially reducing the radiations and contrast dose. To this aim, we generated
a reduced order model (ROM) trained on parametric finite element simulations of the aortic wall-guidewire
interaction.

Method: A Design of Experiments (DOE) consisting of 300 scenarios was created spanning over seven parameters.
Radial basis functions were used to achieve a morphological parametrization of the aortic geometry. The ROM
was built using 200 scenarios for training and the remaining 100 for validation.

Results: The developed ROM estimated the displacement of aortic nodes with a relative error below 5.5% for all
the considered validation cases. From a preliminary analysis, the aortic elasticity, the stiffness of the guidewire
and the tortuosity of the cannulated iliac artery proved to be the most influential parameters.

Conclusions: Once built, the ROM provided almost real-time and accurate estimations of the guidewire-induced
aortic displacement field, thus potentially being a promising pre- and intra-operative tool for clinicians.

1. Introduction

Endovascular aneurysm repair (EVAR) is a minimally invasive pro-
cedure for the treatment of abdominal aortic aneurysms. During EVAR,
the insertion of endovascular devices causes deformations to the aortoil-
iac structure [1].

Accurate pre-operative planning is crucial to assess the feasibility
of the guidewire navigation and stent-graft delivery. Appropriate size
and placement of the stent-graft is necessary to minimize the chance of
procedural failure and post-operative complications such as endoleaks,
endograft migration, or collapse and kinking of the endograft limbs. Ac-
cording to Daye and Walker [2], the rate of EVAR complications ranges
between 16% and 30% with a re-intervention rate of 19% of the treated
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patients. High tortuosity of the iliac arteries and an increased level of cal-
cifications are associated with a severe risk of procedure failure, which
in the worst cases leads to revision surgeries [3,4]. According to the EU-
ROSTAR registry study [5], 13% of infrarenal EVAR patients had access
problems due to stenosis, excessive tortuosity, or narrow iliac arteries.
Previous works [6-8] remarked that the deformation caused by the in-
sertion of the stiff guidewire affects the final configuration of the vessel.
Nevertheless, this updated vessel morphology is not considered during
the pre-operative planning, leading to potential sub-optimal stent-graft
sizing [9]. Moreover, the incidence of deficient stent-graft selection is
particularly high in cases of iliac arteries stenting and tortuous ves-
sels [7]. Therefore, the prediction of the deformed aortic configuration
after the insertion of the guidewire could be of added value for pre-
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operative planning, which currently relies on Computed Tomography
(CT) scans solely. The interaction between the aorta and the guidewire
has been successfully modeled with finite element analysis (FEA) in pre-
vious studies [10-12]. For example, as shown by Daoudal et al. [13], the
simulation of guidewire-induced deformations allows to predict an acci-
dental coverage of the internal iliac artery. Moreover, Dupont et al. [8]
presented a numerical method that simulated a FEVAR (Fenestrated
EVAR) procedure, able to predict the position of the renal ostia after
the tools’ insertion, aiming at reducing intra- and post-operative com-
plications such as catheterization difficulties and incorrect perfusion of
the renal and visceral arteries.

Intra-operative navigation during EVAR is currently mainly per-
formed through 2D fluoroscopy and Digital Subtraction Angiography
(DSA) for real-time visualization of the inserted tools and vessel mor-
phology. These acquisitions entail the use of radiations and contrast
agents, whose dose increases along with the complexity of the case,
resulting in potentially harmful exposure for both patient and clini-
cians [14]. Furthermore, the limited 2D view provided by the above-
mentioned imaging techniques could increase the operation time and
make the intra-operative visualization poor [15]. For this purpose, imag-
ing fusion techniques, that combine the pre-operative CT and X-ray
acquisitions are currently adopted. Still, the registration between pre-
and intra-operative data can be low in accuracy and may demand man-
ual adjustments due to the guidewire-induced deformations in the aortic
configuration [16,17]. Thus, predictive intra-operative aortic displace-
ments obtained from finite element analysis could be helpful for naviga-
tion purposes, allowing to reduce the amount of radiation and contrast
agent.

The current limitation for high-fidelity simulations remains the rel-
atively high computational cost and the clinical exploitability. To this
aim, Reduced Order Models (ROMs) [18,19] could be a valuable compu-
tational tool that can offer a new perspective on the clinicians’ decision-
making process, compatible with the limited time frame in the clinic.
In the past, ROMs have been used as an alternative to solve full or-
der computational problems mainly in classical mechanics. Nowadays,
the ROM approach is also spreading in the clinical research, aiming
to support the diagnosis [20], planning [21,22], and intra-operative
procedure [23,24]. Nevertheless, the ROM build-up of cardiovascular
problems is still challenging, mainly due to their non-linear behavior,
multi-scale nature and patients’ morphological diversity [25]. Regard-
ing the morphological variation, a baseline patient specific geometry
can be morphed toward a desired configuration with Radial Basis Func-
tions (RBF) [26-28] rapidly and precisely, avoiding the Computer Aided
Design (CAD) reconstruction.

Taking this into consideration, our study proposes the generation
of a pre- and intra-operative interactive environment to predict the
guidewire-induced aortic deformation as a function of seven critical me-
chanical, morphological and clinical parameters. The development of
such a pipeline can contribute to substantially reduce the computational
expense, compared to high-fidelity simulations, while ensuring accurate
results.

To the best of our knowledge, this study is the first of its kind that
proposes a reduced order model approach to obtain a fast and accurate
estimation of the aortic displacement due to the guidewire introduction,
exploring various input parameters. The fusion of ROM and morphing
tools has not been considered before for EVAR planning and navigation.

2. Materials and methods
2.1. Image acquisition and segmentation

The abdominal aorta of a 75-year-old male patient eligible for EVAR
was segmented from a pre-operative CT scan with contrast (pixel spac-
ing: 0.5 mm x 0.5 mm; slice thickness: 1 mm), acquired at St. Olav’s
hospital, Trondheim (Norway) in accordance with the study protocol
approved by the regional ethics committee. Written informed consent
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Sagittal view Frontal view

Fig. 1. Description of the insertion angles ¢ and 6 in the sagittal and frontal
views, respectively. The guidewire rotates around the y and z axes of the de-
picted reference system in the sagittal and frontal views, respectively.

was provided by the patient. A segmentation algorithm, based on in-
tensity threshold and morphological operations (e.g. binary opening to
keep only the largest connected components), was developed in Python
3.9 to semi-automatically segment the lumen of the abdominal aorta
[29]. The iliac arteries were cut at their outlets by a transverse plane
defined according to the anatomical reference system shown in Fig. 1
where xy is the frontal plane, xz is the sagittal plane and yz is the trans-
verse plane.

2.2. Parametric FEA

The simulations were performed with the commercial FE software
LS-DYNA (Ansys, Canonsburg, Pennsylvania, USA). The segmented ge-
ometry of the aorta was discretized with triangular shell elements,
choosing a thickness of 2.5 mm and a characteristic length of 1.4 mm
(obtained based on a mesh sensitivity analysis), and modeled as a lin-
ear elastic material. The thickness was chosen considering the range
reported in literature for abdominal aneurysms [30], the requirements
for manufacturing that allowed for in vitro validation [29] and the pa-
tient’s age [31]. A geometric model of the guidewire was created and
discretized with beam elements, selecting a 4 mm length and assuming
linear elasticity. The guidewire had a flexible tip, which was modeled
with a gradually decreasing elastic modulus. More precisely, it was di-
vided into three parts and the following values of stiffness were applied,
respectively: 1, 10 and 50 GPa [10]. A rigid introducer was included to
avoid undesired movements of the guidewire outside the vessel.

The insertion of the stiff guidewire in the left iliac artery was sim-
ulated by imposing a velocity curve to the most distal node of the
guidewire as proposed by Gindre et al. [10]. Previous works [10,29]
have shown that the results of the simulations are not sensitive to the
insertion speed, within a certain range. Thus, to accelerate ROM de-
velopment, insertion was performed at an insertion speed of 500 mm/s,
with a duration of insertion equal to 1.2 s. The nodes of the proximal and
distal extremities of the aortic model were fixed. An Automatic Beams to
Surface contact algorithm, based on soft constraint penalty formulation,
was applied between the guidewire and the vessel.

The adopted numerical high-fidelity model, described in detail in
Emendi et al. [29], was validated against in-vitro experiments that repli-
cate the EVAR procedure.

The above-described FE model was geometrically and physically pa-
rameterized through in-house written Python scripts. The investigated
parameters and their corresponding range are reported in Table 1.

The range of aortic elasticity, E. was [0.8 — 3] MPa and it was

aorta>’
determined based on literature values [32], considering a population
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Fig. 2. Description of the morphing actions: (a) Morphing parameters: @, supra-renal neck angle; f infra-renal neck angle; L, and L, that are respectively the length
of the left iliac artery and the Euclidean distance between its ending points, these lengths are used to calculate the tortuosity of the iliac artery 7= (L, \ L,)—1 (b)
Set of source points SP_, SP, and SP;, with the corresponding domains D, D, and D;. The black dotted lines indicate the direction of translations imposed on
each set of source points. (¢) Example of morphed geometry (wire-frame), overlaid onto the original geometry shown in transparency.

Table 1
Range of the seven explored parameters employed for the FEM
parametric model.

Parameter Description Range

E,a Young’s Modulus of aorta [0.8 - 3] MPa
E e Young’s Modulus of guidewire  [60 — 200] GPa
[ insertion angle - sagittal plane [-25 - 0]°

4 insertion angle - frontal plane [0 - 20]°

a supra-renal neck angle [30 - 55]°

p infra-renal neck angle [25 - 60]°

T tortuosity of left iliac [0.09 - 0.15]

of aneurysmatic subjects. For the Young’s Modulus of the guidewire,
Eire, the minimum and maximum values were set to 60 and 200 GPa,
respectively, which correspond to the softest and the stiffest commercial
guidewire types available in the market: Amplatz Super Stiff (Boston
Scientific) and Lunderquist Extra Stiff (Cook Medical), respectively [11,
33]. The guidewire’s insertion angles, ¢» and 6, were defined respectively
by rotations around the y and z axis of the anatomical reference frame
defined at the outlet of the left iliac artery, as shown in Fig. 1. The spans
of ¢ and 0 were [-25 — 0]° and [0 — 20]°, respectively. These values
respected the given anatomical boundaries and tools’ maneuverability,
i.e., the presence of the spine, the supine position of the patient and the
access from the femoral artery. The supra- and infra-renal neck angles, «
and f were defined according to previous works [34,35]. The tortuosity
of the iliac artery was defined as follows [36]:

r=—=_1, 1)

where L; and L, are respectively the length of the left iliac artery and
the Euclidean distance between its ending points. In this study, solely the
tortuosity of the left iliac artery was considered because the guidewire
was inserted through this vessel. The parameters a, f and 7 are depicted
in Fig. 2 (a). The morphing approach adopted to obtain the geometrical
variation linked to «, f and 7 is described in section 2.3.

2.3. Morphing set-up

The Python version of the RBF Morph software [37] was used to ob-
tain the morphed configurations of the abdominal aorta in an automated
way. Three different sets of source points SP,, SP, and S P, shown in
Fig. 2 (b), were generated using LS-PrePost processor:

1. SP,, located in the neck region
2. SP, placed in the middle part of the aneurysm, e.g. aortic bulge.
3. SP, positioned in the middle of the left iliac artery.

On these points, the desired displacement was directly imposed. By
applying a translation on the tangential direction of one set of source
points at a time, we generated three discrete RBF shape modifiers. The
morphing action of each modifier was limited inside the domains, D,,
D, and D; defined for the neck region, aneurysm and left iliac, respec-
tively (Fig. 2 (b)). Inside these domains, the nodal displacement was the
result of the RBF interpolation algorithm, described in detail in the sup-
plementary material and in [38]. The nodes outside these domains were
not affected by the morphing actions. As illustrated, the morphing zones
of the three shape modifiers did not overlap. An example of the output
of the morphing action is depicted in Fig. 2 (c).

Regarding the range of the aortic shape modifiers, reported in Ta-
ble 1, we chose values to capture reasonable morphological variations
that have clinical meaning: the imposed displacement of SP,, S P, and
S P, gave the desired variation of the parameters of interest, a, § and =
(Table 1). The selection of parameters was driven from literature data:
severe supra- and infra-renal neck angulation (« and f greater than 60°)
are associated with increasing risk of post-operative complications, as
type 1A endoleaks [34,39]. High values of iliac tortuosity, z, are cor-
related with increasing levels of deformations and more challenging
procedures [7]. The combination of the selected morphing parameters
enabled us to explore a broad spectrum of possible aortic configura-
tions.

2.4. Reduced order model background

A Reduced Order Model (ROM) is a simplified mathematical rep-
resentation of a complex system or process that captures its essential
behavior while significantly reducing the computational cost and com-
plexity associated with modeling and simulation [40]. There are mainly
two distinct approaches in ROM generation: the model-based and the
data-driven [41]. The first builds a mathematical model of the system,
whereas the second generates a model based on observed data or simula-
tion data, e.g., of a finite element model. In this study, the latter method
is adopted and described.

The ROM creation workflow is presented in Fig. 3. Initially, the finite
element computational model is considered, named the baseline simu-
lation. A set of parameters is then selected for the modification of the
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Fig. 3. Description of the main steps of the ROM’s workflow: generation of learning scenarios, ROM Build-up and ROM exploitation.

physical and geometrical features of the problem. Afterward, a list of
several possible parameter combinations, called scenarios, is built us-
ing a Design of Experiments (DOE) method [42,43]. Once the DOE is
set, the corresponding simulation results and parametric data are gen-
erated in the form of snapshots. Each snapshot consists of a set of data
that represents the simulation result of the corresponding scenario.

During the process of building a ROM, the snapshots are compressed
into a smaller set of modes using Singular Value Decomposition (SVD).
The SVD theorem decomposes a matrix A into three components:

A=USVT, (2)

where U represents the left singular vectors, S the singular values, and
VT the right singular vectors [44]. U, S and VT represent the spatial
components, the significance of each mode and the temporal compo-
nents, respectively [45]. The singular values in the diagonal matrix S are
arranged in descending order. By exploiting this mathematical property,
the matrix A, which in our case contains all the training data, can be
approximated by a linear combination of the first r left singular vectors
i.e. Uy with i =0, 1, referred to as modes. The accuracy of the approxi-
mated matrix A} depends on the number of r left singular vectors, i.e.,
increasing the number of r lowers the error tolerance. The approximated
matrix A} in the basis or r modes is given by the following equation:

* * Q vyt
A =UESEVY @)

The ROM solution of each new input data set can be linearly ex-
pressed through a set of scalar coefficients with the Genetic Aggregation
Response Surface (GARS) technique [46]. The variable v(p) of a selected
point p(x, y, z) is calculated as the accumulation of the product of the re-
sponse surface factor and the mode data, mode(p), for the total number
of selected modes, r:

B
v(p) = ) GARS;(p) mode;(p). @
i=1

The GARS finds the best possible response surface based on the selected
design of experiments by combining metamodels, settings, kernel vari-
ation and polynomial regression.

The ROM is considered successful when it estimates the variable of
interest from input combinations that are not included in the training
set with sufficient precision.

2.5. ROM set-up

For the generation of the DOE table, the Optimal Space Filling Algo-
rithm was employed. We used a Latin Hypercube Sampling optimized

Table 2
Sensitivity analysis of reduction root mean square
(RMS) error with respect to the size of the training
dataset.

Size of training dataset =~ Reduction RMS error %

50 0.504
100 0.342
150 0.252
200 0.200
250 0.190

algorithm to better fill the parameters’ space. Considering the number of
parameters of the studied problem, a total of 300 scenarios was selected
and subsequently built using the mechanical and geometrical features
described in section 2.2. The corresponding high-fidelity simulations
were launched in batch mode employing Bash shell-scripting. The en-
tire computational part was performed using 240 cores (Intel Xeon Gold
6152 CPU @ 2.10 GHz) in task parallelism mode. We opted for task
parallelism because individual simulations were independent. After con-
ducting a scalability analysis of the high-fidelity FE simulation, we found
out that using 4 cores leads to the minimum computational time which
was around 25 minutes. Thus, with 240 cores the 300 snapshots were
processed in 5 waves of 60 concurrent simulations. The computational
part was completed within 125 minutes (2 hrs 5 minutes) of wall clock
time consuming a total of 125 CPU hours.

The extraction of the nodal displacement from the simulation output
files and its conversion to a binary file, i.e., snapshot, was conducted
using in-house Python scripts. Afterward, the snapshots were imported
into ANSYS Twin Builder (ANSYS® Electronics Desktop TM - Release
22R2). 200 scenarios were used for the ROM training while the remain-
ing 100 were employed for the ROM validation. The selection of the
size of the training and the validation set was made based on a sensi-
tivity analysis of the reduction root mean square (RMS) error, which is
defined as

.
s _ A=A
red T AT

and signifies the loss of information that occurs when switching from the
full learning data set A to the r representative modes A’ as described
in Section 2.4.

As illustrated in Table 2, by increasing the size of the training data,
the reduction RMS error becomes lower. Taking into consideration the
available data resources and aiming for a reduction RMS error below
0.2%, we opted for a ratio of training and validation data size equal to
2:1.

)
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After deciding on the size of the two subsets, we chose which snap-
shots would be included for the ROM training and which for the vali-
dation based on the optimal distribution algorithm. This algorithm, em-
bedded in ANSYS Twin Builder, selects the ROM training snapshots with
the optimal spatial distribution in terms of input parameters. Proceed-
ing with SVD, we identified the best compromise between the desired
accuracy and the number of selected singular values by analyzing two
curves: the reduction curve which represents the accuracy of snapshot
reconstruction with respect to the learning subset and the Leave One
Out curve which represents this accuracy with respect to snapshots out-
side the learning set. As depicted in Fig. 3, by selecting 38 r modes to
capture the problem’s physics, we got a reduction RMS error equal to
0.2%. Additionally, the Leave One Out curve becomes flat for more than
38 r modes, which signifies that including the next mode in the decom-
position, would have a negligible effect in terms of accuracy.

With regards to the ROM validation, four different types of errors
were calculated for each validation scenario: the relative reduction and
ROM errors, 'l and €'l . respectively, which are normalized with

red ROM’
the absolute value of the full order solution, i.e. u, ., and the absolute

ref >

reduction and ROM errors, 9?23 and ei‘\{%M’ respectively. These errors
were defined as follows:
rel _ ”uref ~ Uproj I 6)
- bl
red ”uref ”
rel  _ ”uref — UroMm ” (7)
RoMm llugee ||
abs __
€loqg = Max(Uyer — U oi), ®
b:
eaRgM = max (U, — Urgm)s 9)

where u,; indicates the high-fidelity FEM nodal displacement vector,
u,,.,; is the projection of the u, in the r modes basis (i.e. solution after
SVD reduction), and ugg)y; stands for the ROM predicted displacement
vector for all the nodes. The interpolation error triggered by the GARS
can be obtained as the subtraction of the reduction error from the ROM
error. Further information with regards to the ROM build-up, validation
and application can be found on ANSYS user-guide [47].

3. Results
3.1. ROM validation

A statistical analysis of the relative reduction and ROM error is de-
scribed for the assessment of the model’s trustworthiness. The distribu-
tion of the relative reduction error, e::L (%), i.e., the error deriving from
the approximation of the deformation field due to keeping the first 38 r
modes of the SVD, is presented in Fig. 4 (a) for the displacement field of
all the validation scenarios. In Fig. 4 (b) the relative ROM error, e:f(])M
(%) is displayed and it represents the sum of the relative reduction error
and GARS interpolation error.

The average relative reduction error, eizld (%), is equal to 0.26 +
0.06%. In 74% of the validation scenarios e;ZL (%) varies between 0.20%

and 0.30%. A e; :j (%) of more than 0.4% occurs for only three instances
(Fig. 4 (a)).

With regards to the relative ROM error, more than 75% of the vali-
dation scenarios have a e{fcl)M below 4.0% (Fig. 4(b)). The average e{fcl)M
is equal to 3.28 + 1.00%.

In Fig. 5, the absolute deformation error, e;'gM, of five chosen vali-
dation scenarios, among the least accurate ones, is presented.

For the illustrated cases, the average relative ROM error, erel

ROM
equal to 3.28%. The maximum e%"SM is 0.32 mm and is observed in val-

idation scenario (d) close to the origin of the left iliac artery. The largest
discrepancy between the ROM prediction and the high-fidelity solution
is detected in the same region for all scenarios. The aneurysmatic bulge
deformation is predicted with an average error of 0.17 mm on valida-

tion scenarios (b), (c) and (e). The prediction error, e%bSM, of the aortic

, is
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neck region is below 0.1 mm for scenarios (c), (d), (e) and 0.20 mm for
scenarios (a) and (b).

3.2. ROM exploitation

After the successful ROM training and validation, hands-on deploy-
ment of the pipeline was carried out. As exhibited in Fig. 6, we selected
a trial parametric set-up (E,, =1.5 MPa, E ;=180 GPa, ¢=-5°,
0=7°,a=48°, f=52° 7 =0.15) and the calculated aortic displacement
was depicted within few seconds.

The left iliac artery experiences the greatest deformations, reaching
up to 1.3 mm, straightening towards the posterior and left patient-
oriented direction. The aneurysmatic bulge, the aortic neck and the right
iliac artery are displaced towards the right superior direction. The mag-
nitude of this displacement is 6.5 mm on average. The neck region is
moving anteriorly in contrast with the aneurysm and the iliac arteries.
The sagittal side of the aneurysmatic sac undergoes high displacements,
almost 9.5 mm, to the superior and right direction.

3.3. Qualitative analysis of the influence of the DOE parameters

The following remarks resulted from the examination of the individ-
ual impact of each parameter on the 3D aortic displacement.

In Fig. 7, eight example cases, investigating the impact of aortic
elasticity and guidewire’s stiffness on the aortic deformation field, are
shown.

For descending values of E,,, the left iliac artery and the left side
region of the aneurysm are encountering increasing displacements, with
a maximum value of 1.2 mm in the case of E, ., =0.9 MPa. The aor-
tic neck region is almost unaffected by the explored values of aortic
elasticity. Adopting E, ., = 2.9 MPa, instead of 0.9 MPa, leads to a
more uniform deformation map with maximum displacements reduced
by 60%. A similar displacement field, i.e., almost equal deformation vec-
tors throughout the whole aorta, is obtained for increasing E,,, and
decreasing E ;..

The effect of choosing different insertion angles, ¢ and 0, is pre-
sented in Fig. 8. As the magnitude of ¢ drops, the displacement of the
left iliac artery and part of the left side of the aneurysm increases. The
remaining geometry stays almost unaltered. For the investigated scenar-
ios, the peak deformations take place for ¢ equals to -5° and extend up
to 8.5 mm.

The magnitude of § has negligible effect on the aortic displacement
field. For the investigated angles, the most deformed nodes are con-
centrated on the left iliac artery and the left side of the aneurysmatic
sac.

The effect of the left iliac tortuosity is illustrated in Fig. 9. Low tor-
tuosity values result mainly in displacement of left iliac artery’s origin
and left aneurysmatic side in the postero-superior direction and left-
ward. Moving to higher tortuosity values, above 0.12, different aortic
motions take place: the effect of the straightening on the left iliac artery
increases, with higher displacement vectors and greater displacement
components in the superior direction; the neck region and the aneurysm
are displaced towards the right superior direction.

4. Discussion

In this work, a ROM was developed for the fast and accurate estima-
tion of the aortic deformation due to the insertion of a guidewire (during
EVAR) as a function of seven mechanical, morphological and clinical
parameters. Starting from the abdominal aortic geometry of a patient
eligible for EVAR, we introduced the morphological modifiers a, f, and
7 using RBF mesh morphing technique. By tuning these parameters, we
were able to produce a wide range of possible similar patient configura-
tions. The elasticity of the aortic wall (E,,,,) and the guidewire (E ;)
as well as the wire’s insertion angles (¢, ) were explored. 300 combi-
nations of these seven adopted parameters were examined as potential
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the final deformed geometries resulting from the guidewire interaction.

EVAR navigation cases, i.e., scenarios, which were thereafter used for
the ROM building. The accuracy of the generated model was statisti-
cally assessed. The ROM was validated against 100 random scenarios
and its mean normalized prediction error, eff(l)M (eq. (7)), was found
below 5.5% across all examined scenarios (Fig. 4b). Lastly, the ROM
exploitation was performed, demonstrating the almost real-time calcu-
lation of the 3D aortic wall displacement during EVAR.

As a supplement to this study, we conducted a preliminary qual-
itative analysis of the effect of the adopted parameters on the aortic

displacement field. According to our findings, low E, ., and high E ;.
values tend to cause large deformations (~ 1.3 mm) near the root of
the left iliac artery. The aortic stiffness is linked to ageing, atherosclero-
sis and presence of calcifications, common in patients with abdominal
aortic aneurysms, and it has been shown to affect the aortic interaction
with the guidewire [7,12]. With regards to the stiff guidewire, clini-
cians have different types of wires available, with a minimum Young’s
modulus of 60 GPa (Amplatz Super Stiff) and a maximum of 200 GPa
(Lunderquist Extra Stiff) [33]. Therefore, the ROM prediction could be
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(b) (c)

Fig. 6. Example of ROM output for the following chosen parameters: E, ., =1.5 MPa, E, ;. =180 GPa, ¢ =-5°, 6 =7°, a=48°, f=52°, 7=0.15. The nodal displace-
ment vectors, Uyq),, defined from the initial (light grey) to the final (color-mapped by displacement magnitude) aortic configuration, are presented. (a) Anterior

view, (b) Posterior view, (c) Sagittal view.
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Fig. 7. Aortic displacement as a function of E,

orta

1.4 MPa

100 GPa

E aorta

2.5 MPa 2.9 MPa

Ewire

170 GPa

190 GPa

and E, ;. parameters. The initial aortic configuration is shown in light grey. The arrows indicate the guidewire-

induced displacement vectors, Uy, The deformed aortic configuration is colored by the displacement vector magnitude, ||ugyll. The remaining parameters were

fixed as follows: ¢ =0°, 6 =0°, a =44.2°, f =32.8°,  =0.12.

helpful for choosing the appropriate tool, as a compromise between nav-
igability and potential tissue damage. Our study also showed that high =
values trigger an increased displacement of the left iliac artery towards
the posterior direction, while the rest of the geometry moves towards
the anterior right direction; all the aortic nodes are displaced superi-
orly. This is in agreement with what has been already highlighted in

literature: the straightening effect of the guidewire on the common iliac
artery increases in case of severe iliac tortuosity values [7].

Examining the effect of the insertion angles, we found that for low
values of ¢, the deformations are higher close to the left iliac artery.
On the other hand, the magnitude of 6 does not seem to significantly
affect the resulting deformations. Exploiting our ROM, clinicians can



M. Emendi, E. Kardampiki, K.-H. Stgverud et al.

[lugom Il [mm]

1.0e+01
9
8

—7

—6

-5

Medical Engineering and Physics 131 (2024) 104229

14° 19°

Fig. 8. Aortic displacement obtained from ROM as a function of insertion angles, ¢ and 6. The initial aortic configuration is shown in light grey. The arrows indicate
the guidewire-induced displacement vectors. The deformed aortic configuration is colored by the displacement vector magnitude, ||uggy||. The remaining parameters

were set as follows: E, ., =1.4 MPa, E ;. =150 GPa, a =44.2°, f =32.8°, 7 =0.12.
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Fig. 9. Aortic displacement obtained from ROM as a function of left iliac tortuosity, 7. The initial aortic configuration is shown in light grey. The arrows indicate the
guidewire-induced displacement vectors. The deformed aortic configuration is colored by the displacement vector magnitude, ||uggyll. The remaining parameters
were fixed as follows: E, ., =1.4 MPa, E; . =150 GPa, ¢ =0°, 0 =0°, a =44.2°, f =32.8".

select the appropriate orientation of guidewire insertion, that minimizes
deformations and stresses on the aortic wall. For instance, higher values
of the angle ¢ angles lead to reduced aortic displacements in the studied
model.

In agreement with previous works, which estimate the guidewire-
induced aortic deformations by means of clinical acquisitions [7] and
finite element models [48], we observed that the area with the high-
est values of displacement is located at the root of the common iliac

artery on the side of insertion for all the considered ROM scenarios. In
detail, the study by Kaladji et al. [48] reports a magnitude of displace-
ment equal to 10.2 + 3.3 mm for the cannulated iliac artery, occurring
mostly in the posterior-superior direction, similar to what is noticed in
the illustrated case (Fig. 6).

Compared to previous works which focused on high-fidelity models
of guidewire insertion [10-12], the proposed workflow speeds up the
displacement calculation in two ways. The mesh-morphing technique
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enables to explore a wide spectrum of aortic configurations without
image segmentation. The total morphing time for all the scenarios is
around 30 minutes. Employing the ROM approach, the solution’s calcu-
lation takes a few seconds whereas solving the full order model requires
25 minutes for each scenario. High-fidelity models are not compat-
ible with the tight clinical intra-operative time frame. On the other
hand, the ROM herein proposed takes 135 minutes to be built once, i.e.
125 minutes for the snapshots generation and 10 minutes for the ROM
build-up, then it is ready to be used and provides real-time response.
The ROM data generation time can be further reduced by using larger
High-Performance Computing (HPC) facilities. In addition to the above-
mentioned timeframes, segmentation and meshing procedures take 30
minutes on average, hence the total ROM pipeline is completed within
3 hours and 15 minutes. Thus, the proposed approach would be within
the pre-operative timeframe for non-acute cases and once built, compat-
ible with intra-operative usage.

With regards to the ROM prediction error, it is kept below 0.32 mm
for all the validation scenarios (Fig. 5). This error is comparable to the
spatial resolution of the currently adopted imaging modality for EVAR
navigation, i.e., DSA, which is about 0.5 mm [49,50]. In order to fur-
ther reduce this error, additional ROM training is required. However,
the choice of this training set-up was made as a compromise between
the computational cost and the ROM accuracy. In addition, the high-
est errors are detected only in a few scenarios, i.e., 8% of our validation
scenarios and are always localized at a few nodes of the cannulated iliac
artery.

This study presents some limitations that can be tackled in future
works. The proposed workflow can be applied to more tortuous and
challenging anatomies to examine the behavior of the ROM in demand-
ing cases. To extend this study to a population of patients and standard-
ize the considered parameters, including the guidewire’s insertion angle,
it is desirable to cut the iliac arteries at a known distance from the aortic
bifurcation using a plane normal to the centerline of each iliac artery;
thus, the insertion angles can be determined starting from the normal
of the plane itself. The wall thickness of the aorta is variable, however,
in this study was assumed uniform, as in previous works [10,11]. More
realistic boundary conditions could be considered, including the effect
of the anatomical structures surrounding the abdominal aorta, that can
be modeled for example as elastic springs, as proposed by Gindre et al.
[10], or as a discretized volume of perivascular tissue [11]. However,
the uncertainties related to the choice of the springs’ stiffness or mechan-
ical properties of the perivascular tissue should be further investigated.
The effect of adopting an hyperelastic material model [51] along with
the application of pre-stress [52,53], caused by arterial pressure, should
be investigated in the future to get one step closer to reality. Lastly, the
high-fidelity model should be validated against in vivo intra-operative
acquisitions before the ROM approach can be translated into clinical
practice.

5. Conclusions

A fast and precise prediction of the aortic displacement field, caused
by the guidewire’s insertion during EVAR, was carried out by build-
ing an interactive and user-friendly ROM environment. This approach
allows a comprehensive analysis of the presented clinical problem span-
ning various parameters while avoiding re-computing the simulations.
Thus, it shows the potential to support the clinicians’ decision-making
process pre- and intra-operatively, reducing the use of radiation and
contrast. The reduced order model could be used for patient specific
rehearsal, in combination with EVAR simulators, which currently lack
the biomechanical aspect of the interaction between the tools and the
phantoms [54]. Applying this strategy intra-operatively poses an in-
triguing upcoming challenge that could potentially impact clinical prac-
tice.
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