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Abstract
Thoracic aortic aneurysm is a disease which affects 5.3 per 100,000 individuals per year. Degenerative

processes cause a weakening of the aortic wall and a dilatation of the vessel. Under the standard clinical

practice, the severity of an aneurysms is evaluated considering its dimensions exclusively. However, this

procedure is not able to capture the patient-specific condition. In order to shed some light on the state and

integrity of the blood vessels under physiological conditions prior to performing a surgery, computational

tools can be used. This thesis presents a series of computational solutions for the assessment of both the

hemodynamic and structural condition of ascending thoracic aneurysms. In first instance, an analysis of

the optimal computational strategy for the modelling of hemodynamic flows is presented. In particular,

the effect of different turbulence and viscosity models on wall shear stress biomarkers is assessed. In second

instance, after having defined the optimal computational strategy for computational fluid dynamics (CFD)

analyses, the correlation between CFD derived biomarkers and aneurysm growth rate is examined. Lastly,

in order to provide a more complete picture of the aneurysm condition by including the structural domain,

a methodology for the creation of high-fidelity fluid-structure interaction aorta models is presented.
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CHAPTER 1. INTRODUCTION

Thoracic aortic aneurysm is a disease which affects 5.3 per 100,000 individuals per year [1]. Degenerative

processes cause a weakening of the aortic wall and a dilatation of the vessel, creating a bulge in the aorta

which, if left untreated, can lead to catastrophic complications. It is reported that as much as 22% of

individuals with an acute aortic syndrome die before reaching a hospital [2]. Studies have shown that

age, sex, history of hypertension, genetic conditions affecting tissues such as Marfan’s and Ehlers-Danlos

syndromes, aortic stenosis and the presence of bicuspid aortic valve (BAV) can increase the risk of

developing an aneurysm and promote faster growth rates [3–6].

Under the standard clinical practice, the severity of an aneurysms is evaluated considering its

dimensions exclusively. During the early phases of the aneurysm development, patients are examined

using echocardiography and, only when the aneurysm reaches a potentially dangerous size, a computed

tomography (CT) angiography or magnetic resonance imaging (MRI) is performed. The diameter of

the aneurysm is then assessed and, if the thresholds established by the current guidelines are surpassed,

surgery is performed [7]. The guidelines base the risk of rupture on the diameter, since the dilatation

of the vessel causes an increase in hoop stress and, thus, leads to an increase of the risk of rupture and

dissection [8, 9]. However, this procedure is not able to capture the patient-specific condition. Diameter

evaluation alone cannot be used to identify if a section of the aorta has suffered a pronounced degradation

or if, on the contrary, the structural integrity of the wall has been preserved during the remodelling process

that occurs during the development of the aneurysm. Due to this lack of personalized diagnosis, multiple

cases of rupture have been reported when the diameter of the aorta was below the established thresholds

[10] and, oppositely, some aneurysms have remained stable while their diameter exceeded the thresholds

[11, 12]. This suggests that a better understanding of the pathology is required [13].

To understand the biological processes that occur in the arterial wall during the aneurysm development,

various studies have focused on analysing the changes in the arterial wall composition, assessing the

changes in elastin and collagen content and smooth muscle cell count [14, 15]. In other studies, aortic

tissue extracted during surgery or from autopsies has been used to study the yield strength of arteries and

characterize its mechanical properties [16–18], which has aided to understand the normative stress limits

for both healthy and diseased arteries. These analyses, however, can be performed only after the diseased

tissues have been extracted and, thus, cannot be used to characterize the patients condition during the

diagnosis process.

In order to shed some light on the state and integrity of the blood vessels under physiological conditions

prior to performing a surgery, computational tools can be used. In-silico models can provide unprecedented

insight into the stresses present in the wall and into the hemodynamic conditions of the blood flow. The

information provided by these models has the potential to be used to characterize the diseased vessel

in a patient-specific manner, opening the door to personalized diagnosis and treatment. Consequently,

it enables the identification of patients with an elevated risk of precocious rupture and, simultaneously,
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CHAPTER 1. INTRODUCTION

to reduce the number of early interventions on stable aneurysms. In order to facilitate the diagnosis

and improve the understanding of cardiovascular pathologies, numerous groups have focused on the

development of in-silico models to evaluate the patients condition. Structural models have been developed

and used to compute the stresses on the aortic wall and estimate the risk of rupture [19–23]. Other studies

have focused on modelling the growth and remodelling phenomena that occurs during the aneurysm

development [24–26]. These type of models are capable of predicting the future growth of an aneurysm,

enabling for an optimal planning of follow up examinations and surgery. Computational Fluid Dynamics

(CFD) models enable to evaluate the hemodynamic conditions inside the vessel. These modes have used

to model ascending thoracic aortas (ATA) and compute fluid biomarkers which are suggested to be related

to aneurysm [27–30] and dissection [31–33] progression. Altered flow hemodynamics has been suggested to

be linked to aneurysm incidence, specially in the presence of BAV [34, 35]. Studies which combined CFD

models with histological tissue characterization revealed that high wall shear stress (WSS) was linked to

media degeneration and reduced wall thickness, elastin levels and smooth muscle cell count [36, 37].

Fluid–structure interaction (FSI) models provide the most complete picture of the aortic wall condition

and can be used to understand the coupled effect of structural and hemodynamic stressors. In a recent

work, the heart induced motion on the aortic root was imposed as a boundary condition to accurately

capture the wall deformations and stresses [38]. In another work, the risk of rupture of ascending aortic

aneurysms was assessed by computing the peak wall stress as function of the wall stiffness and hypertension

level [20]. Another research group, which studied the link between aneurysm growth and fluid biomarkers,

suggested that WSS angle could be linked to fast vessel dilatation in patients with Marfan syndrome [39].

More elaborate FSI models which account for the anisotropic behaviour of the arterial wall have been

used to compute stresses on the arterial wall [30, 40, 41]. A FSI model of the larger vessels from head

to foot, coupled to a zero-dimensional lumped-parameter model, was used to study the pressure wave

propagation and the effect of arterial stiffening [42].

The predictive capabilities of in-silico models has proven to provide great insight into the patient’s

condition. This capabilities have been put to use by the healthcare industry and some commercial solutions

exist on the market. For example, in-silico modes are used used for endovascular procedure planning using

the solution provided by EndoSize® (Therenva SAS, Rennes, France), and for patient-specific eye surgery

planning and outcome prediction using OptimeyesTM (Optimo Medical AG, Biel, Switzerland).

Following the works of previous researchers, we present in this work a series of computational solutions

for the assessment of both the hemodynamic and structural condition of ascending thoracic aneurysms.

In first instance, an analysis of the optimal computational strategy for the modelling of hemodynamic

flows is presented. In particular, we assess how WSS biomarkers are affected by the choice of different

turbulence and viscosity models. In second instance, after having defined the optimal computational

strategy for aorta CFD analyses, we modelled a cohort of 33 patients and assessed if correlations exist

3



CHAPTER 1. INTRODUCTION

between CFD derived biomarkers and aneurysm growth rate. Lastly, in order to provide a more complete

picture of the aneurysm condition by including the structural domain, a methodology for the creation

of high-fidelity FSI aorta models is presented. In order to personalize the model and provide a truthful

representation of the hemodynamic conditions, a procedure to calibrate the aortic jet using MRI 4D

flow data was developed. In the pursuit of accurately modelling the aortic wall, a method to generate a

structural model with spatially varying material properties was developed.
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2.1. THE CIRCULATORY SYSTEM CHAPTER 2. CLINICAL CONTEXT

This chapter focuses on presenting the main components of the cardiovascular system, a description of

the cardiac cycle, the characteristics of aortic aneurysm and the different types of aortic valve disorders.

2.1 The circulatory system

The cardiovascular system is a complex network in the human body responsible for managing blood

circulation. Its primary functions include transporting nutrients to cells, protecting the body, and

maintaining homeostasis by regulating temperature and pH levels. This system consists of the heart, blood

vessels and blood. Its function is to supply to all tissues in the body with essential proteins, nutrients

and oxygen while simultaneously removing waste products such as carbon dioxide, creatinine and urea.

In an average human, the cardiovascular system contains around 5 liters of blood. The heart serves

as the central pump that keeps the blood flowing throughout the vessels. This system can be divided

into two main parts: pulmonary circulation, located within the lungs, and systemic circulation, which

transports blood throughout the rest of the body, with the heart serving as the connection between these

two circulatory pathways, as depicted in Figure 2.1.

Figure 2.1: Schematic of the cardiovascular system (Source: www.daviddarling.info/encyclopedia, accessed
14/09/2023).
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2.1. THE CIRCULATORY SYSTEM CHAPTER 2. CLINICAL CONTEXT

2.1.1 The heart

The heart is the pump responsible for supplying the necessary pressure to make the blood circulate around

the body, between the pulmonary and systemic circulations. Its situated in the thoracic cavity between

the lungs and it is surrounded by a fibrous membrane known as the pericardium.

2.1.1.1 Anatomy of the heart

The heart consists of four distinct chambers: two atria, which are the upper chambers, and two ventricles,

the larger chambers located in the lower portion, as shown in Figure 2.2 . The ventricles are separated

by the inter-ventricular septum, while the atria are separated by the inter-auricular septum. The left

atrium receives oxygenated blood from the pulmonary veins before transferring it to the left ventricle.

The left ventricle ejects the blood into the body through the aorta. In the right heart, the atrium receives

deoxygenated blood from the systemic circulation and transfers it to the right ventricle. Subsequently

the blood is ejected into the pulmonary circuit where it is oxygenated. Within the heart, we find four

valves which ensure that the blood flows in one direction only. Separating the atria and ventricles we find

the atrioventricular valves, including the mitral valve and the tricuspid valve, in the left and right heart,

respectively. Two semilunar valves separate the arteries and the ventricles, namely the aortic valve in the

left heart and the pulmonary heart in the right heart. Pressure gradients regulate the opening and closing

of these valves. The cardiac wall is composed by three layers:

• The endocardium: a thin membrane located in the inner wall and which serves to regulate the

myocardial contractibility.

• The epicardium: it corresponds to the outer layer of the wall and it is composed by fibrous tissue

which protects the heart from damage and friction.

• The myocardium: located between the endocardium and epicardium and made from muscle, it is

responsible for producing the contraction action of the heart.

Finally, a fibrous tissue englobes the heart, containing a lubricant and allowing for heart movement within

the heart cavity.

2.1.1.2 Heart function

The cardiac cycle is composed of a series of events which lead to a complete heartbeat. It is divided into

two main phases: systole and diastole. During systole the heart contraction occurs, commencing with the

contraction of the atria, which fills the ventricles. Subsequently the ventricles contract, expelling blood

from the heart and elevating blood pressure. During this process, the atrioventricular valves close to

prevent backflow of blood into the atria. The systole is followed by the diastole, characterized by the

7



2.1. THE CIRCULATORY SYSTEM CHAPTER 2. CLINICAL CONTEXT

Figure 2.2: Schematic of the heart structure (Source: Queensland Cardiovascular Group).

relaxation and filling of the heart, which is accompanied by a decrease in blood pressure. As ventricular

pressure drops, the blood tends to flow backward into the heart, which causes the aortic and pulmonary

valves to close. During the cardiac cycle, the left and right heart operate as two parallel pumps. An

automatic nervous system is responsible for the synchronization of the different contraction and relaxation

phases.

2.1.2 Blood circulation

The pulmonary and systemic circulation are composed of two kinds of vessels: arteries and veins. The

inner part of a vessel, where the blood flows, is called the lumen. In the pulmonary circulation, blood with

low oxygen levels is ejected from the right ventricle into the pulmonary artery. The blood is oxygenated in

the lungs and returned to the heart via the pulmonary vein. In the systemic circulation, the oxygenated

blood is pumped by the left ventricle into the aorta through the aortic valve. The blood travels around

the systemic vessels exchanging nutrients, oxygen and carbon dioxide with the tissues until it returns to

the heart through the superior and inferior vena cava, in order to restart the circulation cycle.

2.1.3 Vessel structure

In this section, we present the main features of the blood vessels. The vessels have three distinct layers

in their walls: the intima, media, and adventitia, shown in Figure 2.3. The intima regulates the agents

present in the blood and prevents coagulation. It is composed of endothelial cells attached to an internal
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2.1. THE CIRCULATORY SYSTEM CHAPTER 2. CLINICAL CONTEXT

Figure 2.3: Vessel structure (Source: Fox, Stuart Ira., Human physiology, 8th ed., 2004).

elastic membrane. The media is made from smooth muscle tissues and a extra-cellular matrix (composed

of elastin and collagen) and is responsible for vessel elasticity. The smooth muscle cells are able to contract

or relax in order to modify the vessel diameter. The external layer, named adventitia, contains fibroblasts

and collagen, which provides rigidity to the vessel.

Some important differences are present between arteries and veins, due to their distinct function. In the

systemic circulation, arteries always carry oxygenated blood, while the contrary occurs in the pulmonary

circulation. The arteries originate from the heart and divide into branches, becoming progressively smaller.

Arteries and veins are classified according to their size. The largest arteries (pulmonary artery and aorta)

have elastic walls that expand and contract to maintain blood pressure. Arterioles, on the other hand, have

rigid muscular walls and play a significant role in peripheral resistance. The arterioles then branch into

capillaries, which are the vessels where the nutrient and waste exchange is done, thanks to their permeable

walls. They are the smallest vessels of the cardiovascular system. Once the exchange is completed, the

capillaries merge back into venules, which become progressively larger as they transform into veins. Veins

have thinner walls than arteries and possess elastic properties that allow them to accommodate increased

blood volume. The veins contain small valves which guarantee that the blood flows back to the heart,

even when the driving pressure forces are small and the flow is pushed against gravity. The thickness

and composition of arteries and veins differ due to the different conditions they withstand, as described

in Figure 2.4. Arteries are exposed to intense and variable pressures, while veins are subject to low

and uniform pressures. Arteries receive the pulsatile flow from the heart, which needs to have sufficient

pressure to overcome the pressure losses caused by the peripheral resistances in order to return to the atria.

9



2.1. THE CIRCULATORY SYSTEM CHAPTER 2. CLINICAL CONTEXT

Figure 2.4: Diameter and composition of arteries and veins (Source: Boron, W.F. and Boupaep, E.L.,
Medical Physiology, 3rd ed., 2016).

The peripheral resistance is caused by the reduction in vessel diameter, the increase of vessel rigidity and

the viscous forces. Due to this phenomena, the largest arteries posses compliant walls which enables them

to absorb the pressure waves and ensure blood continuity, allowing to maintain blood pressure throughout

the cardiac cycle. On the contrary, arterioles posses rigid muscular walls which increase blood pressure,

being one of the main contributors to total peripheral resistance.

2.1.4 The aorta

The aorta is the largest artery in the body, which departs from the left ventricle. Its mayor sections

are the ascending thoracic aorta (ATA), the aortic arch, the descending aorta (DA) and the abdominal

aorta, as shown in Figure 2.5. The first section of the aorta is the ATA, which receives the blood ejected

from the heart and has an elevated distensibility. The vessel then curves giving rise to the aortic arch,

from which the supra-aortic vessels depart. The supra-aortic vessels transport around 30% of the total

blood flow and are composed of the brachiocephalic trunk (BT), the left common carotid (LCC) and

the left subclavian (LS) arteries. The BT divides into the right carotid artery and the right subclavian

artery. Carotid arteries irrigate the head and brain, while subclavian arteries deliver blood to the upper

extremities. Continuing the aorta downstream, we find the DA, which extends to the abdomen where it

divides into the iliac arteries. We can subdivide the DA into two sections: the descending thoracic aorta,

located above the diaphragm, and the abdominal aorta, located below the diaphragm.

The ATA is connected to the heart through the aortic root, a complex structure which include the

sinus of Valsalva, the aortic annulus, the sinotubular junction. The coronary arteries depart from the

aortic root. The sinuses are named after coronary arteries branching from them. The left and right

10
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Figure 2.5: Sections of the aorta (Source: Erbel et al., European Heart Journal, 2014 [43]).

coronary sinuses are named after the left and right coronary arteries, respectively, and the remaining sinus

is named non-coronary. The structure of the root is detailed in Figure 2.6.

2.1.5 The aortic valve

The aortic valve is situated within the aortic root. It is comprised of a set of leaflets which are attached to

the root wall. Pressure gradients control the opening an closing of the valve. During systole, ventricular

pressure surpasses the aortic pressure and, thus, the valve opens, whereas, during diastole, as the blood

attempts to flow backwards, the valve is closed. A diseased aortic valve will cause a malfunctioning in the

flow control and distort the hemodynamic flow, which in turn can have a damaging effect on the aortic

wall [45, 46]. Valve stenosis causes a narrowing the area through which the blood can flow and causes an

incomplete opening of the valve. This gives rise to increased jet velocities and pressure gradients, which,

if left untreated, may lead to heart failure. A depiction of a healthy and a stenotic valve is provided in

Figure 2.7.

A healthy aortic valve is comprised of three leaflets which are aligned with the sinuses of the aortic

root, hence called tricuspic aortic valve (TAV). However, other phenotypes exist. Genetic mutations in

the Notch-1 gene can cause the valve to be formed by only two leaflets [47], which is the most common

congenital cardiac malformation. These valves are named bicuspid aortic valves (BAV) and occur in

1-2% of the population [48]. Other phenotypes exists, such as unicuspid and quadricuspid, however they

are much less common. Bicuspidity has been related to an incresed risk of aneurysm development and

of aortic dissection [49]. Within BAV, we encounter various types. The most common is when the left

and right coronary cusps are fused (¡70%), followed by the fusion of the right and non-coronary cusps

11
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Figure 2.6: Structure of the aortic root (Source: Nagpal et al., Insights into Imaging, 2020 [44].

Figure 2.7: Difference between a healthy (left) and a stenosed valve (right) (Source: Boston Medical
Center).
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Figure 2.8: Classification of bicuspid aortic valves (Source: Etz et al., 2012 [50]).

(10-20%), being the fusion of the left and non coronary cusps the least common (5-10%). The classification

of BAV can be performed according to form of the valve cusps. Type 0 valves contain no raphe, type 1

contains one raphe, and type 2 contain two raphes, as shown in Figure 2.8.

2.2 Aneurysms

An aneurysm is a permanent and progressive dilatation of a vessel wall, causing its diameter to exceed 1.5

times its normal size [51]. Diameters between 1.1 and 1.5 are considered dilated or ectatic [43]. Aneurysms

typically have no symptoms but, if left untreated, can lead to dangerous complications like vessel rupture

or dissection. A rupture, especially in the aorta, can be fatal, due to massive blood loss. Dissection

occurs when the vessel wall tears partially, which causes a bleeding between its layers. If an aneurysm is

detected early and prophylactic treatment is performed, elevated prognosis is achievable [52]. In 2005,

more than half of the thoracic aneurysms were found in the ascending part of the aorta [53]. The incidence

of thoracic aortic aneurysm (TAA) is similar in men and women, however, women tend to be diagnosed

at a later age. Studies have established that a link exists between vascular stress and risk of dilatation

and rupture [54, 55]. An increase in aortic diameter leads to increased wall tension, due to Laplace’s

law (T � P � r, where T is circumferential wall tension, P is wall pressure, and r is the average aortic

radius). In undilated aortas, the stress is uniformly distributed along the wall, however, aortic dilatation

can derive in an uneven distribution of stress in wall, potentially contributing to aneurysm formation.

2.2.1 Classification

Aneurysm can be classified by morphology and location. In terms of their morphology they are classified

into two main types: saccular and fusiform. Saccular aneurysms exhibit a spherical shape and typically

affect only a specific region of the vessel wall. Fusiform aneurysms cause a uniform dilatation on a segment

13
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Figure 2.9: Classification of aneurysms according to morphology (Source: UT Health San Antonio).

of the vessel, as shown in Figure 2.9. Aneurysm can appear in nearly all arteries, being more frequently

located in the aorta, the brain and the legs. In this work we will focus on aortic aneurysm, more specifically,

on thoracic aortic aneurysm (TAA), which can be further subclassified according to its location along the

thoracic aorta: root, ascending, arch or descending. This subclassification is depicted in Figure 2.10. The

ascending thoracic aortic aneurysm (ATAA) and aortic root aneurysm may lead to a dilatation of the

aortic valve and, consequently, impeding a complete valve closure, causing regurgitation [56]. ATAAs are

the most common thoracic aneurysm with an incidence of 10 cases per 100,000 person/year [53]. The

etiology of most ATAAs is unknown. Descending aortic aneurysm can be treated through an endovascular

procedure and thus this pathology presents lower surgical risk.

Figure 2.10: Classification of TAA according to location.

2.2.2 Molecular mechanisms of aneurysm formation

The composition of the arterial wall is altered during the development of the aneurysms. In order to

understand the underlying causes of aneurysm development, it is essential to decipher the mechanisms

that trigger aortic wall remodelling. Within the thoracic aorta, significant differences in terms of elastin-

to-collagen ratio are present: as we progress along the aorta, this ratio decreases significantly and thus

the vessel rigidity is increased. This is why it is suspected that the etiology of ATAA and DA aneurysm

may be different [57].

A degradation of elastin is a commonly observed in ATAAs [58]. It has been found that an increased
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Figure 2.11: Elastin content in healthy and diseased aorta (Source: Absi et al., The Journal of Thoracic
and Cardiovascular Surgery, 2003[58]).

abundance and activity of extra-cellular matrix proteolytic systems, such as matrix metalloproteinases

(MMPs) can cause such degradation [59]. Augmented MMPs favour the release of inflammatory molecules,

causing inflammation in the adjacent tissues. This situation causes a vicious circle, since it causes

endothelial an smooth muscle cell dysfunction which activates MMPs. This process then leads to a

degradation of the wall which can manifest as an aneurysm. This phenomena can be observed by

performing histological analyses on healthy and diseased tissue samples, as shown in Figure 2.11. Within

arteries or veins, the extracellular matrix (ECM) makes up more than half of the wall’s mass and primarily

consists of collagen and elastin. Smooth muscle cells (SMC) are responsible for the majority of collagen and

elastin production. The process of wall remodelling is regulated by the transforming growth factor beta

one (TGF-β1), which stimulates SMC proliferation and ECM production. This process is a mechanism

of adaptation to changes in blood flow and to mechanical or biochemical aggression [60]. This response

manifests, for example, when a patient suffers from chronic hypertension. In this scenario, the aortic

wall thickens in response to the increase of stress. The process of adaptation seeks to achieve optimal

homeostasis in the vessel, however, in some cases, a pathological response can appear and give rise to the

formation of aneurysms.

2.2.3 Risk factors and causes of aneurysm development

As previously mentioned, bicuspidity is strongly linked to the incidence of ATAA [5, 61] and to the risk

of dissection and rupture [62]. It has been observed that the aneurysm growth rate of BAV patients is

larger than that of TAV patients, being 1.9 and 1.3 mm/year, respectively. The estimated annual growth

rate on BAV patients is significantly different in other studies, ranging between 0.2 and 1.2 mm/year

[63, 64]. It is unclear if the high incidence of aneurysms in BAV patients is due to the genetic disorders

that may affect the integrity of the aortic wall [65], or due to the disturbed hemodynamic flow [66], or a

combination of both. It is suspected that, due to the increased aortic jet velocity and turbulence levels

caused by bicuspidity, some mechanobiological processes can be triggering aneurysm growth.

Other valvular dysfunctions, including atherosclerosis, calcification and stenosis, have also been
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associated to aneurysm incidence [67]. Stenosis causes a narrowing of the vessel and a reduction of the

effective orifice area, which obliges the heart to eject the flow at a higher speed to preserve the cardiac

output. This causes disturbed flow and elevated turbulence levels, together with hemolysis, which, for the

same reason as in BAVs, could be triggering the development of aneurysms.

Other factors associated to the risk of developing aortic aneurysm are age, sex and history of

hypertension [6]. Genetic conditions affecting tissues such as Marfan’s Syndrome, Loeys-Dietz and

Ehlers-Danlos augment significantly the risk of developing aneurysms [3, 4]. Marfan syndrome affects the

connective tissues and affect the ocular, skeletal and cardiovascular systems due to mutations in fibrilin-1

gene [68]. It has a prevalence between 1.5 to 17.2 per 100,000 people [69]. Marfan syndrome patients

have been estimated to have a growth of approximately 0.5 to 1 mm/year, whereas Loeys-Dietz syndrome

patients are susceptible to extreme growth rates, above 10 mm/year, which often leads to death at a

young age [61, 63].

2.2.4 Diagnosis and risk assessment

Aneurysms are commonly detected during clinical screening of other pathologies, when a patient undertakes

a abdominal or chest radiography. When a patient is diagnosed with aneurysm or ectasia, continuous

monitoring through echocardiography is performed to evaluate the vessel growth [70]. This imaging

procedure is safe, fast and has a low cost. Unfortunately, evaluating aneurysm size using this technique

yields only approximate measures, due to the influence of the position and orientation of the probe on the

measurement. For this reason, CT or MRI are used when the aneurysm size approaches the thresholds

recommended for prophylactic surgery, ensuring accurate diagnosis and appropriate surgical planning [71].

CT has the inconvenient of exposing the patient to ionizing radiation, whereas MRI is completely safe.

However, the latter produces lower resolution images. Both angiography modalities enable to examine

the entire aorta in three dimensions and evaluate the pathology accurately. The protocol followed during

the control of aneurysm growth is detailed by the European Society of Cardiology [72]. If, during the

evaluation of the aneurysm it is concluded that the diameter has not reached a critical size, surgery is

delayed due to the low risk of rupture and in order to avoid unnecessary post-operatory complications.

If needed, medication for hypertension reduction may be recommended in order to reduce aneurysm

growth. Under the current guidelines, surgery is performed when the diameter exceeds 5.0 cm in patients

without comorbidities [7]. In other situations, lower thresholds are established. A summary of the clinical

guidelines is provided in Table 2.1. General risk factors for nonsyndromic heritable TAA or with no

identified genetic cause include:

• Family history of aortic dissection at an aortic diameter  5.0 cm

• Family history of unexplained sudden death at age  50 years
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• Rapid aortic growth (¥0.5 cm/y in 1 year or ¥0.3 cm/y in 2 consecutive years)

Risk factors for BAV include:

• Family history of aortic dissection

• Aortic growth rate ¡ 0.3 cm/y

• Aortic coarctation

• “Root phenotype” aortopathy

In Marfan patients, surgery is performed below thresholds if increased risk of aortic complications are

identified, including:

• Family history of aortic dissection

• Rapid aortic growth (¡0.3 cm/y)

• Diffuse aortic root and ascending aortic dilation

• Marked vertebral arterial tortuosity

Patient category Diameter threshold (cm)

General population
¥5.0

¥4.5 + RF

BAV
¥5.5

5.0-5.4 + RF

Marfan
¥5.0

¥4.5 + RF

Loeys-Dietz Syndrome 4.0-5.0

Table 2.1: Recommendations for ATAA intervention [7] (RF = Risk Factor).

2.2.5 Treatment

Once an aneurysm has reached a critical size or a rapid growth has been detected, cardiovascular surgeons

define an appropriate surgical intervention, either open surgery or endovascular repair, according to the

information provided by the angiographies [43]. For ATAA, open-surgery remains the treatment of choice

[73]. Open surgery is an invasive procedure which replaces the diseased aorta by prosthetic Dacron graft. It

requires a median sternotomy to give access to the thoracic cavity. During the procedure, cardiac arrest is

performed, requiring a cardiopulmonary bypass, which allows to connect the patient’s systemic circulation

to an extra-corporeal circulation system which ensures the oxygenation of the patient’s body during the
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Figure 2.12: Modalities of ascending aorta replacement (Source: Buratto et al., The Journal of Thoracic
and Cardiovascular Surgery, 2021 [75]).

intervention. Subsequently, after stopping the heart, the surgeon can proceed to remove the diseased

section of the aorta and substitute it for a prosthetic Dacron graft, which is sewn to the remaining healthy

tissues. Various modalities of surgical repair are possible (Figure 2.12), depending on the characteristics

and extension of the aneurysms: Bentall, Yacoub, David, Florida sleeve and Lansac, just to name a few.

Parallel surgeries may be performed if concomitant conditions affecting the aorta or heart functioning

are identified, such as aortic valve replacement. It is always preferable to delay intervention if a low risk

of rupture is estimated due to the possible post-operatory complications, which include postoperative

bleeding, myocardial infarction, stroke, pneumonia and sepsis, amongst others [74].
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In this chapter, an analysis of the computational methodology required for accurate WSS modelling is

presented. Regarding turbulence modelling, the effect of accounting for subgrid viscosity will be evaluated.

Regarding viscosity models, a comparison between a Newtonian and a non-Newtonian viscosity model

will be performed.

3.1 Introduction

Computational biomarkers are emerging as a tool to aid in the diagnosis process of cardiovascular diseases.

Their capability to provide insight into patient-specific hemodynamic and wall conditions position them as a

promising tool that will enable clinicians to provide personalized treatment. For decades, numerical models

of the cardiovascular system have been developed with varying levels of personalization and complexity

[42, 76, 77]. In order to take in-silico model into the healthcare industry, standardized methodologies will

be required to obtain approval by the corresponding regulatory agency through a process of validation

and verification of the model outputs, ensuring trustworthy and replicable results [78, 79].

CFD and FSI models have been extensively used to evaluate pathological ascending thoracic aortas

by quantifying clinically-relevant hemodynamic biomarkers related to aneurysm [27–30] and dissection

[31–33] progression. Some studies have been performed considering Newtonian viscosity (NV) and the

absence of turbulence models [27, 29], while others have considered a non-Newtonian viscosity and Large

Eddy Simulation (LES) turbulence models, which require higher computational effort [80–82]. We also

find studies that consider only the non-Newtonian behaviour in the absence of turbulence models [24, 83]

or, on the contrary, consider a turbulence subgrid model with constant viscosity [28, 84].

Blood is a non-Newtonian fluid with a shear-thinning behaviour which reaches a Newtonian plateau

at high shear rates [85]. The rheological response is primarily modulated hematocrit [86]. It is argued

that, under the high shear-rates present in the ascending aorta during the most part of the cardiac

cycle, the variations in viscosity are negligible and therefore a NV model can be assumed. A thorough

assessment on the influence of viscosity models on aortic valves and ATA simulations have shown otherwise

and revealed higher wall shear stress and increased hemolysis when accounting for non-NV [87, 88].

Moreover, shear-thinning has a significant effect on the growth of vortical structures and recirculation

zones on idealized curved vessels [89] and has shown to delay turbulent transition on straight pipe flows

[90–92].Other studies have analyzed the flow through stenosed arteries considering NV and non-NV [93, 94].

Pathologies such as valve stenosis or the presence of a bicuspid aortic valve favour turbulence generation,

as the aortic valve area is reduce and the jet velocity increased [95, 96].

The effect of turbulence model choice has been assessed for various ATA under different scenarios, in

order to clarify the computational requirements of different biomarkers. High and low resolution laminar

models have been compared against Wall-Adapting Local Eddy-Viscosity (WALE) subgrid-scale model
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using constant viscosity and it was shown that high resolution laminar models were capable of capturing

accurately shear and turbulence dynamics, but had equal computational cost as LES simulation [97].

Variations in spatially and time averaged WSS have revealed differences below 6% between laminar and

WALE considering a Carreau viscosity model [98]. The effect of turbulence modelling on platelet activation

was assessed by comparing laminar, RANS, LES and Direct Numerical Simulation (DNS), revealing

that predicting blood cell damage required LES or DNS and that RANS, due to its inherent temporal

filtering nature, should be avoided as it shortens particle trajectories and alters the shear stress over the

platelets [99]. In [80] it was shown that the k � ω SST model significantly underestimated the turbulent

kinetic energy and anisotropy levels when compared to the WALE model under non-Newtonian viscosity.

Differences between different LES models and their sensitivity to grid size and convection schemes have

been analyzed in [100].

When considering non-NV, we should also emphasise that the shear-thinning behaviour can be described

using different models, such as Carreau, Casson and Power-law. The choice made will also influence the

flow behaviour, as shown in [101], where an ATA was modeled considering ten viscosity models and the

results compared in terms of velocity and WSS.

To our knowledge, only one study [102] has addressed how the combined effect of blood viscosity and

turbulence models affects hemodynamic results, in this case by analyzing turbulent-transition at different

Reynolds numbers on a backward facing step. This work, however, did not address if WSS was affected

and considered an idealized geometry, which greatly differs from a realistic aorta.

To bridge the gap between the studies which have assessed the influence of model choices independently,

we present in this work an analysis focused on quantifying the combined effect of turbulence and viscosity

models on wall-shear derived biomarkers for ATA using a patient-specific geometry and physiological

boundary conditions. Up to date, no study has evaluated how viscosity models influence turbulence models

and vice versa. Hence, this work presents a novel analysis of the combined effect of modeling assumptions

on aortic flows and provides the optimal modeling strategy to obtain accurate WSS biomarkers. We will

assess the effect of considering Newtonian or Carreau fluid models in combination with the absence or

presence of a Dynamic Smagorinsky-Lilly (DSL) subgrid-scale turbulence model. The differences between

CFD computations considering a healthy and a stenosed aortic valve will be evaluated in terms of time

averaged wall shear stress (TAWSS), peak systole wall shear stress (PSWSS), oscillatory shear index (OSI)

and shear angle (SA). TAWSS and PSWSS quantify the shear stress magnitude, OSI the fluctuations on

the near-wall flow direction and SA the presence of rotating or reversed flow. This work presents the first

analysis of the combined effect of turbulence and viscosity model on TAWSS, PSWSS, OSI and SA on

ascending aorta simulations.
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Figure 3.1: Geometric details of the segmentation (a), processed geometry (b), projections of healthy and
stenosed valves (c) and mass flow through the aortic valve (d).

3.2 Method

3.2.1 Geometry

A gated-CT scan with a voxel size of [0.3125, 0.3125, 0.75] mm from a patient suffering from ascending

thoracic aortic aneurysm was segmented using a semi-automatic procedure based on local thresholding

as described in [103] and manually corrected using 3D Slicer. The procedure was performed complying

with the ethical standards. A smoothing and remeshing procedure was performed in order to reduce

the triangulation size to a size of 0.2 mm in order to remove any staircase artifacts while preserving the

segmentation details, as shown in Figure 3.1.

The centerline of the aorta was then extracted using the Vascular Modelling Toolkit [104]. A cylinder

was positioned at the aortic root and aligned with the centerline, providing a planar surface over which

an idealized 2-D tricuspid valve shape was projected , as shown in Figure 3.1c. The valve geometry was

obtained from a previous work [105]. Two aortic valves are herein investigated: a healthy and a stenosed

valve with an orifice area of 300 mm2 and 150 mm2 respectively, obtained after scaling the idealized

shape. Supra-aortic vessels were extended five equivalent hydraulic diameters to prevent the presence

of a recirculation region at the outlets. The ascending aortic wall was identified as the region between

the sinotubular junction and the brachiocephalic ostium. We divided the ascending section into external

(greater curvature) and internal (lesser curvature) walls by projecting the centerline onto the surface, as

depicted in Figure 3.1b.

3.2.2 Computational model and boundary conditions

A polyhedral mesh was used to discretize the resultant geometry, as it enables to obtain good cell-quality

and smooth transitions in curved and irregular surfaces as those present in many aneurysms. Both meshing

and computing stages were performed using Ansys Fluent 22.1 (ANSYS Inc., Canonsburg, PA, USA).
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An idealized mass flow profile was used to impose the inlet condition, considering a cardiac cycle

of of duration T = 0.8 s, a peak flow of 0.387 kg/s and mean flow of 4.83 l/min, as depicted in Figure

4.4. The spatial velocity-distribution profile imposed through the idealized valve corresponded to a fully

developed turbulent flow obeying a 1/7th power-law [106, 107], as it yields a compromise between plug

and parabolic profiles. The systolic jet Reynolds was 1.0� 104 and 7.2� 103 for the stenosed and healthy

valve respectively, corresponding to a jet-center velocity of 3 and 1.5 m/s. In the absence of MRI flow

data one cannot justify which profile better represents the patient’s flow, as the jet profile is unique to

each individual and large variability can be observed across a population, specially in the cases with aortic

stenosis [108–110].

A three-element RCR windkessel boundary condition was imposed at the outlets. The parameters

were tuned to ensure a predefined pulse pressure, set to 40 mmHg, and a distribution of flow proportional

to the outlet areas as described in [111]. The equations for the windkessel components were solved using a

second order backward differencing scheme which has been validated against analytical solutions [112].

3.2.3 Turbulence modelling

To capture and assess the effect of turbulence, we included the DSL subgrid-scale model [113] and compared

the results with the case where the subgrid model was absent, which, for convenience, will be referred

hereafter as laminar flow model (LFM).

On both cases, the Navier-Stokes (N-S) equations for an incompressible fluid are used to resolve the

flow dynamics. When considering the LFM, no viscous losses below the grid-resolved flow are considered.

However, when considering the DSL model, an additional term is added to the momentum equation in

order to model the viscous energy loss associated with the subgrid scale eddies, leading to the filtered

N-S for the grid-resolved velocity field (ū). The filtered continuity and momentum equations can thus be

rewritten as:
Būi

Bxi
� 0 , (3.1)

Būi

Bt
� ūj

Būi

Bxj
� �

1
ρ

Bp̄

Bxi
� ν

B

Bxj

�
Būi

Bxj



�
Bτij

Bxj
, (3.2)

where p is the pressure, ρ the density, ν the kinematic viscosity and τij the subgrid scale turbulent stress

tensor which models the dissipation due to subgrid scale eddies. The subgrid-scale model employs the

Boussinesq hypothesis to compute the sub-grid stresses:

τij �
1
3τkkδij � �2νsgsS̄ij , (3.3)

where S̄ij �
1
2

�
Būi

Bxj
�
Būj

Bxi

	
is the grid-resolved strain rate and νsgs the subgrid eddy viscosity, which is
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computed considering the Smagorinsky constant CS and the local grid scale ∆ as:

νsgs � pCS∆q2|S̄|. (3.4)

The choice for using the dynamic subgrid-scale model over the standard Smagorinsky-Lilly or the

WALE model, the later being specifically designed to accurately capture the asymptotic behaviour of wall

bounded flows, is due to the pulsating nature of the cardiac flow. The large variability of the velocity

field makes it difficult to define a static Smagorinski or WALE constant that would accurately model the

turbulent viscosity across the spatio-temporal domain. The DSL model allows to update the Smagorinsky

constant dynamically by accounting for the instantaneous velocity field to define a second filter for the

equations of motion, providing a space and time varying CS to better model the subgrid eddy viscosity.

Moreover, the double-filtering process allows to compute the contribution of the small scale eddies and

identify regions of laminar flow, where the subgrid viscosity will be effectively zero, enabling the model to

reconstruct laminar to turbulent transition.

On the computations where DSL subgrid-scale model was active, we used SIMPLEC for the pressure-

velocity coupling scheme. Second order and bounded central differencing were used to discretize pressure

and momentum terms respectively, the latter being chosen due to its low numerical diffusion. For the case

where subgrid-scale model was absent, PISO was used for the pressure-velocity coupling and second order

differencing for both momentum and pressure terms. In both cases, a second order implicit scheme was

used for temporal discretization and a time step of 0.1 ms, ensuring a Courant-Friedrichs-Lewy number

below unity. At the inlet, no synthetic turbulence was imposed to ensure equal boundary conditions in all

scenarios.

3.2.4 Viscosity

The fluid viscosity was modeled considering both a constant viscosity µc � 3.5 mPa�s and a shear-thinning

Carreau model [114], commonly used in literature, defined as

µp 9γq � µ8 � pµ0 � µ8q
�
1 � pλ 9γq2

�n�1
2 , (3.5)

where the time constant λ � 3.313 s, Power-Law index n � 0.3568, zero shear viscosity µ0 � 56 mPa�s

and infinite shear viscosity µ8 � 3.5 mPa�s. The non-NV allows to account for the increased viscosity in

low velocity regions, which could in turn affect the wall shear stress (WSS) values and the evolution of

the flow structure. Fluid density was set to 1056 kg/m3.
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3.2.5 WSS biomarkers

Numerous hemodynamic indices appear in literature, however, we have limited our study to four wall

shear derived biomarkers, namely: timed average WSS (TAWSS), peak systole WSS (PSWSS), oscillating

shear index (OSI) and shear angle (SA). TAWSS reveals the averaged magnitude of the wall shear and is

described by the following equations:

TAWSS �
1
T

» T

0
|WSSptq| dt, (3.6)

where T represents the duration of one cardiac cycle. PSWSS is the magnitude of the WSS field at peak

systole, which occurs at 0.12 s. The OSI describes the oscillations on shear direction. When low, the flow

over a given node follows a predominant direction and, when high, the flow direction fluctuates during the

cardiac cycle. It is defined according to:

OSI � 0.5

�
�1 �

���³T

0 WSSptq dt
���³T

0 |WSSptq| dt

�

. (3.7)

The SA defines the directionality of the wall shear vector and is used to reveal the the presence of rotating

and backward flow. It will be evaluated at peak systole and is defined as:

SA �
2
π

arctan
�

WSSAxial

WSSCirc



, (3.8)

where axial and circumferential shear, WSSAxial and WSSCirc respectively, are defined by decomposing the

WSS according to the centerline direction. WSSAxial has a positive sign when the flow progresses along

the aorta and a negative in the presence of reversed flow, while WSSCirc takes only positive values as an

analysis of clockwise and anticlockwise shear pattern is not considered in this study. For the analysis,

nodal positions along the aorta were normalized such that 0 corresponds to the sinotubular junction, and

1 to the brachiocephalic ostium.

3.3 Results

In this section, we first assess the mesh requirements for this study. Secondly, we perform a cycle-

convergence analysis to reveal the minimum number of cycles required to guarantee that the results have

sufficiently converged to a constant value. Finally, we present the results obtained considering both a

healthy and stenotic valve in terms of TAWSS, systolic WSS, systolic SA and OSI.
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Mesh parameter Coarse Medium Fine

Face size (mm) 0.50 0.35 0.25

Max. element size (mm) 1.00 0.70 0.50

No. of elements (106) 2.23 4.08 7.93

Table 3.1: Mesh parameters.

3.3.1 Mesh convergence

As a first step, a mesh convergence study will be performed considering the stenosed valve and the DSL

subgrid model, in order to establish the mesh requirements on the most restrictive case where higher

turbulence and velocity is expected. For this analysis the Carreau viscosity (CV) model was chosen as it

provides a more faithful description of blood behaviour. For all meshes, the inflation layer is composed

of 15 hexagonal prisms and the first layer cell height adjusted to ensure an aspect-ratio of 7. The mesh

parameters are summarized in Table 3.1. Orthogonal mesh quality was above 0.9 in 99.5% of the domain

on all meshes.

The mesh convergence analysis was performed by evaluating the TAWSS on both the internal and

external walls. The TAWSS difference was obtained by subtracting the results from the fine mesh from

the results of the coarse and medium meshes, as depicted in Figure 3.2. It was necessary to interpolate

the results from the coarse and medium meshes onto the fine mesh in order to enable a node-to-node

comparison. We can observe that the medium mesh is capable of resolving the flow structure near the

wall with sufficient detail, with a mean error of 0.11 Pa and a maximum node-to-node difference of [-0.89,

0.59] Pa. In the case of the coarse mesh, the mean error was 0.25 Pa and maximum difference [-1.81, 1.01]

Pa. The circumferentially averaged values along the centerline for both the internal and external walls are

shown in Figure 3.2. We can observe how the difference between fine and medium meshes is negligible,

whereas the coarse mesh underestimates significantly the averaged values in the external wall. In view of

these results, we consider the medium mesh capable of resolving the flow with sufficient detail for the

present study.

3.3.2 Cycle convergence

The cardiac cycle accounts for a systole and a diastole and, in the aorta, this is reflected as a fast

accelerating and decelerating phase. Under these conditions, the flow develops a chaotic structure and

significant variations can be observed between cycles. The flow structure present at the end of the previous

cardiac cycle initializes the flow field for the following cycle and can significantly influence the new eddy

structure.

Since this work is focused on performing an accurate and isolated analysis on the turbulence and

viscosity models, we must ensure that the cycle averaged results are sufficiently converged. The cycle-to-
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cycle variation of the time averaged field variables must be sufficiently small to negligibly affect the model

comparison. In this way we ensure a fair analysis in which no uncontrolled phenomena may mask the

results.

We assessed the cycle requirements considering the LES-CV model. We performed 41 cardiac cycles

and computed the TAWSSi for the cycles i P r2, 40s considering the interval rT, iT s. The first cycle was

excluded from the analysis. The error due to the considered cycles is computed as:

δi �
1
N

Ņ

n�1
|TAWSSi,n � TAWSS41,n|, (3.9)

being N the number of nodes on the wall. The evolution of δi and spatially-averaged TAWSS are depicted

in Figure 3.3, together with the standard deviation (σ) of TAWSS after performing 41 cycles. Mean

deviations in the TAWSS field fall below 0.05 Pa after performing 15 cycles. However, spatially-averaged

values stabilize faster and lie within 3.29 0.01 Pa of after completing 4 cycles. The highest variability

across cycles is observed in the vicinity of the jet impingement region, having a maximum σ = 0.71 Pa.

The deviation field ∆TAWSSi � TAWSSi � TAWSS41 is depicted in Figure 3.4. For the present study,

after considering both δ and field variations, 20 cycles will be computed to guarantee that the WSS field

has stabilized.

3.3.3 Viscosity and turbulence analysis

In order to fully understand the effect of the different viscosity and turbulent models on aorta simulations,

we need to analyze the different flow regimes that can be commonly observed in patients. One of the most

important factors which influences the flow regime is the stenosis severity, where fusion and stiffening of

aortic valve leaflets causes the orifice to deform and reduce. Due to this, two scenarios are explored: a

healthy and a stenotic valve.

In favour of clarity and to facilitate the analysis of the differences, the contours for each biomarkers β
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Figure 3.2: Averaged values of TAWSS along centerline for the external (solid) and internal (dashed) walls
(left), contours of TAWSS on the fine mesh and contours of TAWSS difference with respect to fine mesh
for medium and coarse mesh (right).
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Figure 3.3: Cycle convergence analysis: δi (left) and spatially-averaged TAWSS (center) according to
number of cycles and contours of the standard deviation of TAWSS after 41 cycles (right).
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Figure 3.4: Cycle convergence analysis: Contours of local TAWSS error.

will be depicted only for LES-CV, whereas for the remaining cases only the difference with respect to

the LES-CV will be depicted as ∆βcase � βcase � βLES-CV. A summary of the mean value and relative

difference of the field variables is summarized in Tables 3.2 and 3.3.

Variable Valve LES-CV LES-NV LFM-CV LFM-NV

TAWSS
Healthy 1.80 1.71 1.81 1.73

Stenotic 3.29 3.13 3.27 3.18

PSWSS
Healthy 2.06 1.93 2.08 1.94

Stenotic 5.09 4.84 5.14 4.96

OSI
Healthy 0.267 0.267 0.270 0.270

Stenotic 0.247 0.245 0.245 0.252

Table 3.2: Spatially averaged values for the modeled scenarios.

3.3.3.1 Time averaged WSS

The distribution of TAWSS exhibits a similar pattern for both valves, consisting of a circular region with

elevated TAWSS on the central part of the external wall, which coincides with the jet impingement region

where fast moving flow expands from the collision zone upwards and sideways, creating a region with
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Variable Valve LES-NV LFM-CV LFM-NV

TAWSS
Healthy -5.04 0.10 -4.37

Stenotic -4.65 -0.48 -3.36

PSWSS
Healthy -6.14 1.19 -5.50

Stenotic -5.01 0.94 -2.63

OSI
Healthy 0.19 1.35 1.30

Stenotic -0.79 -0.91 2.05

Table 3.3: Relative difference of spatially averaged values for the modeled scenarios with respect to the
LES-CV case.

intermediate shear, as depicted in Figure 3.5. Notable differences can be observed between the two valves,

as values in the high shear region range between 2 to 4 and 6 to 10 Pa in the healthy and stenotic case

respectively. The high shear region is more compact and defined in the stenotic case. For both valve

conditions, the differences between the reference LES and the laminar models reveal that the LES achieves

a greater dispersion of the high shear region, as on the LFM contours we can observe a negative (blue)

band surrounding the inferior border of this high shear region. Considering all the models, the mean

TAWSS value for the healthy and stenotic valve was, respectively, 1.762 and 3.22 Pa, with a standard

deviation of 0.050 and 0.075 Pa. We observe a larger deviation in the stenotic scenario.

Assessing the viscosity effect reveals that both CV cases develop higher TAWSS with respect to their

NV counterparts. Under stenotic conditions, assuming NV causes an underestimation of 4.7% (LES)

and 2.9% (LFA). This holds for the healthy condition: underestimation of 5.0% (LES) and 4.5% (LFA).

Turbulence model assessment reveals that, under CV, the LFM exhibits differences below 0.5% from its

LES counterpart, whereas under NV, the LFM overestimates TAWSS by 0.7-1.4%. This indicates that

accounting for non-NV has a greater impact than accounting for a subgrid model. Furthermore, it is

revealing to observe the impact of the viscosity model is amplified under a LES turbulence model, since

the difference between LES models (4.7-5.0%) is greater than between LFM models (2.9-4.5%). In order

to gain further insight into these differences, the circumferentially averaged values along the centerline

are plotted for both internal and external walls on Figure 3.6. The best match of LES-CV is obtained

when considering a LFM-CV model, which is in agreement with the values given in Table 3.3. To better

Turbulence model
Healthy Stenosis

Systole TA Systole TA

Laminar 1.160 1.277 1.148 1.290

LES 1.165 1.286 1.166 1.297

Table 3.4: Non-Newtonian importance factor under LES and laminar turbulence models for healthy and
stenotic valves.

understand viscous phenomena, we define the non-Newtonian importance factor [115] as the ratio between
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HEALTHY: LES-CV LES-NV LFM-CV LFM-NV

STENOSIS:

Figure 3.5: TAWSS for healthy (top) and stenotic valve (bottom).

the dynamic viscosity and the Newtonian viscosity: IF � µ{µ8. The systolic and time averaged IF are

given in Table 3.4. The values of IF are higher for LES models under both valve conditions, which shows

that the importance of non-NV depends on the turbulence model used. Accounting for subgrid viscosity

alters the eddy development and thus the shear rate in the vicinity of the wall, which in turn determines

the fluid viscosity and the IF . The contours of IF are depicted in Figure 3.7, where it can observed that

the areas of elevated IF are concentrated near the aortic root. For the case of the healthy valve, we can

observe that the differences between the two contour plots are significant, since region near the aortic root

in the LFM case shows a reduced IF in comparison to the LES case.

3.3.3.2 Peak systole WSS

The systolic WSS depicted in Figure 3.8 reveals distinct patterns between the valve types. In the healthy

case, low values are observed along the aortic wall with the exception of the sinotubular junction. This

contrasts with the stenosed case, where we can clearly observe the characteristic features that result from

the jet impinging on the wall. This can be explained since a healthy valve results in a lower jet velocity

and therefore the time required for the jet to develop and arrive to the wall is higher. For the stenotic

case, a highly-localized high shear region on the external wall can be observed, with the remaining aorta

subject to low shear levels.

A predominant underestimation of shear on both NV cases can be observed, similarly to the observation
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Figure 3.6: Averaged values of TAWSS along centerline for the external (solid) and internal (dashed) walls
for the case with healthy (left) and stenotic (right) valve.
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Figure 3.7: Non-newtonian importance factor for the healthy (top) and stenotic cases (bottom).

on TAWSS. The LFM-CV shows smaller differences as confirmed by Table 3.3, with the PSWSS being

overestimated by 1.2% and 0.9% for the healthy and stenotic valve conditions respectively. The IF at

peak systole, given in Table 3.4, is higher on LES models, as occurred for TAWSS.

3.3.3.3 Shear angle

The SA reveals different patterns for each valve type. Considering the healthy valve, the direction of

the systolic WSS reveals a region with reversed flow in the central section of the aorta, as indicated by

the negative SA values on Figure 3.9. As can be observed, in all models the shear direction is identical

throughout the domain with the exception of a banded region where the reversed flow of the midsection

collides with the advancing flow emerging from the sinotubular junction. The banded stripes depicted in
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HEALTHY: LES-CV LES-NV LFM-CV LFM-NV

STENOSIS:

Figure 3.8: PSWSS for healthy (top) and stenotic valve (bottom).

the ∆SA plots indicate that the collision band is minimally distorted. Considering the Lam-New case,

which exhibits the largest differences, the maximum width of the band is 2.6 mm. When analyzing the

stenotic valve, reversed flow can be observed in the inferior section of the external wall. The rest of the

aorta wall has a positive SA close to 1, with the exception of the region where the jet impinges the wall,

where the SA ranges between [0, -0.5]. On the LES-NV case the reversed flow region is slightly retreated,

approximately 1 mm, whereas on the laminar cases the reversed flow region has advanced 1-2 mm. The

results of SA suggest that, although the levels of WSS might be altered by the modelling assumption, the

WSS direction at peak systole is preserved.

3.3.3.4 Oscillating shear index

The OSI of the reference LES-CV case reveals similar patterns on both valve scenarios, as depicted in

Figure 3.10. The central section of the external wall is exposed to low OSI levels inferior to 0.1, which

coincides with the high TAWSS region. This low OSI region is surrounded by high OSI which coincides

with the low TAWSS. This can be related to the directional dominance of the impinging jet which produces

a well defined flow pattern over the wall directed upstream. On the contrary, the inferior section is subject

to reversed flow and the creation of a recirculating region, where the flow pattern is disrupted. The region

surrounding the jet impingement is exposed to decaying vortexes which travel along the wall with reduced

energy and higher instabilities, leading to a more chaotic flow structure. The combination of low TAWSS
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HEALTHY: LES-CV LES-NV LFM-CV LFM-NV

STENOSIS:

Figure 3.9: SA for healthy (top) and stenotic valve (bottom).

and continuous flow disruption inevitably leads to the creation of a high OSI region.

The comparison between models shows a good agreement on the low OSI central region of the external

aortic wall for both valve scenarios. Despite the local differences on the lower section of the aortic wall,

all cases exhibit high OSI levels on the inferior section. On the region surrounding the ostium, variations

can also be observed. The deviations on Figure 3.10 reveal a complex pattern which impedes further

conclusions. The values in Table 3.3 reveal smallest averaged discrepancies when considering the LES-NV

( 0.8%) and biggest when considering LFM (0.9-2.1%).

3.4 Discussion

In this work we have quantified the combined effect of LES and non-NV on WSS derived biomarkers

and concluded that including non-NV has a greater impact on the results in comparison to the inclusion

of the LES subgrid model. We observed a reduction on the TAWSS and PSWSS when considering

NV, which agrees with previous studies [87, 116, 117]. Spatially averaged values showed that TAWSS is

underestimated by 4.7-5.0% if constant viscosity is assumed under a LES model, although this value drops

to 2.9-4.5% when considering a laminar model. The reduction in WSS due to NV could be explained

by a nonphysical reduced viscosity in the vicinity of the wall. As we approach the wall the velocity

asymptotically decreases to zero thus the non-Newtonian behaviour is magnified. Non-Newtonian effects

become more apparent in low velocity regions and it is thus vital to account for this shear dependent
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HEALTHY: LES-CV LES-NV LFM-CV LFM-NV
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Figure 3.10: OSI for healthy (top) and stenotic valve (bottom).

viscosity when accurately modeling biochemical processes. For example, it has been proven that non-NV

should be modeled when analysing lipoprotein deposition in regions with flow recirculation [117], platelet

activation potential [87] and monocyte adhesion to endothelian cells on atherosclerotic lesion [116]. The

regions where reversed flow and recirculation are expected, as the vicinity of the aortic root, have shown

an elevated non-Newtonian IF, as shown in Figure 3.7. This observation provides additional proof which

suggest that non-NV should be used when accurate biochemical processes are modeled. Moreover, the

IF was greater in the case of stenosis, where higher velocities are expected and, thus, non-Newtonian

effects should be diminished. However, the jet is expelled through a smaller opening and thus, instead of

having an uniformly distributed flow resembling a Hagen-Poiseuille flow, we observe rather a complex

flow structure which generates recirculating and low velocity regions in the vicinity of the sinotubular

junction. The IF has revealed a slight increase of non-Newtonian effects when considering the LES model

under both valve conditions, which could account for the larger differences in WSS between the LES cases.

It is possible that the subgrid viscosity, which contributes to dissipating the eddy structure, leads to a

diminished velocity field which amplifies the non-Newtonian phenomena in the LES scenarios.

Differences between turbulence models with an equal viscosity model are surpassed by the differences

between viscosity models with an equal turbulence model, as shown in Table 3.3. Two interesting findings

regarding the combination of viscosity and turbulence models are worth mentioning. Firstly, the impact

of the turbulence model is greater when considering a NV and, secondly, the impact of non-NV is greater
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when including a subgrid turbulence model. Despite this, we have observed that the turbulence model

has a marginal impact on the results and we conclude that high resolution laminar models are capable of

sufficiently resolving the flow dynamics, as the relative difference in TAWSS for LFM-CV is below 0.5%,

agreeing with the results of [97]. Although spatially-averaged values show limited discrepancies due to

turbulence model choice, we must consider that the additional subgrid viscosity provided by the LES

model affects the eddy development and breakdown which consequently alters the WSS pattern along

the wall, as shown in Figure 3.5. A final consideration in this regard is that both the laminar and LES

computations required equivalent computational resources, hence no clear benefit is gained by considering

a laminar model.

At present, no study has examined the discrepancies on SA. Our results have shown that SA exhibits

negligible differences amongst the considered models, one possible explanation being that the SA is

defined by the bulk flow pattern, which is mainly determined by the jet profile and only marginally by the

modelling assumptions.

The results of OSI exhibit significant deviations amongst the studied models. The differences due to

the viscosity assumptions agree with [118], however this study focused on abdominal aneurysm where the

Re is lower and the flow profile has damped temporal variability. Despite the OSI discrepancies between

the herein considered models, the pattern consisting of a low OSI region in the external wall surrounded

by high OSI is preserved in all cases. Since OSI quantifies the flow direction fluctuations and regions

exposed to vortexes are exposed to chaotic flow disruptions, it is possible that the analysis on high OSI

regions would benefit from computing additional cycles in order to obtain a smoother comparison.

The present study exposes the importance of assessing different aortic valve conditions as the flow

structure and WSS patterns are severely affected by the jet characteristics. Thus, studies focused on

computational strategies should be performed on a wide range of flow conditions.

We have observed that significant differences can appear on the herein analyzed set of fluid biomarkers.

However, it is surprising that these differences can be just as important as the cycle-to-cycle variations

that occur if insufficient cycles are considered for the time averaging process. This is due to the differences

in the flow structure present in the fluid domain before each cardiac cycle begins. The flow of the previous

cycle conditions how the flow will develop during the following cycle. Thus, when comparing different

models and computational strategies, we must ensure that the time averaged results have sufficiently

stabilized in order to not mask the differences caused by the numerical methods alone. This work suggests

that studies focused on evaluating the effect of numerical methodologies should be performed considering a

minimum of 15 cardiac cycles to ensure errors in TAWSS remain below 0.05 Pa. As much as the difference

between models may seem considerable, it is obvious that the differences between the healthy and stenosis

valves are much more significant. Since the biomarker distribution pattern is preserved in all cases, the

choice of model has minimal impact in comparison to including a spatially and temporally calibrated jet
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[119]. However this may be, our results demonstrate the importance of considering appropriate turbulence

and viscosity models when developing in-silico hemodynamic analyses for the ATA. The effect of the

model combinations has been quantified and could serve to justify modelling assumptions when dealing

with ATA simulations and potentially aid in establishing standardized workflows for clinical applications.

3.4.1 Limitations

We did not tackle on this analysis the differences in turbulent kinetic energy in the flow as we decided to

exclusively analyse the wall shear derived biomarkers. Previous studies have analyzed turbulence and

its dependency on the modelling assumptions including valve shape and jet velocity [106] and different

turbulence models [98, 100].

It is fair to criticize the choice of an idealized valve shape for the healthy and, specially, the stenosed

case since idealized shapes such as the one herein presented are rarely observed in real patients. However,

our work was not intended to precisely characterize a patient specific condition but rather to compare the

influence of the modelling assumptions in a rigorous manner. Moreover, we have performed this analysis

using a projection of the valve opening and imposing a spatially varying profile, rather than modelling the

3D structure of the valve leaflets. This simplification has a direct effect on the flow structure, specially in

terms of turbulence generation [106]. Further analysis is required to correctly understand the effect of

modelling choices under patient-specific conditions, such as highly stenosed patients with highly irregular

valve opening. Furthermore, the effect of the modelling assumptions would differ if we accounted for wall

and valve motion, as it has been proven that the FSI effect significantly alters WSS [120].

It is clear that numerous improvements can be incorporated in a pursuit of fidelity. However, we

must consider that not all biomarkers require an equal modelling complexity to provide the necessary

insight to aid clinicians during the diagnosis. By understanding the influence which modelling assumptions

have on the results, one is capable of establishing a justified balance between accuracy requirements and

modelling complexity. Achieving this balance is of vital importance as higher complexity implies increased

computational cost, an issue which is currently limiting the expansion of computational tools for clinical

use.

3.5 Conclusions

In this work, a thorough analysis of the combined effect of viscosity and turbulence models on WSS

biomarkers has been performed. Firstly, it has revealed that non-NV have a greater impact on WSS

than LES subgrid model. In addition, NV has shown to cause an underestimation of shear levels:

4.7-5.0% considering LES, 2.9-4.5% considering LFM. We thus encourage the use of non-NV for ATA

simulations as it will prevent underestimation of WSS. It is noteworthy that the contribution of a non-NV
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is amplified when combined with a subgrid model, as can be concluded from the larger differences in

TAWSS exhibited between LES models than between laminar models. This finding indicates that the LES

model is augmenting the non-Newtonian behaviour of the fluid. Overall, in all scenarios the biomarkers

followed a similar distribution along the aortic wall, where the main differences were due to a distinct

expansion and decay of the jet along the wall. Lastly, it is revealing to observe that the cycle-to-cycle

variability has a significant impact if insufficient cycles are assessed and consequently can mask the

differences between the numerical models. Be that as it may, a precise knowledge of the impact of the

chosen modelling assumptions is mandatory if we pursue to develop a new generation of tools certified for

clinical use, where the requirements of trustworthiness and reproducibility of results are of paramount

importance.
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After having assessed the influence of the computational methodologies on WSS derived biomarkers

and having determined that LES turbulence modelling combined with a non-Newtonian viscosity provides

the most trustworthy CFD results, we are in a position to perform a study on a set of both stable and

dilating aneurysm in order to determine the relationship between aneurysm growth and CFD derived

biomarkers. In this chapter, in addition to the WSS derived biomarkers presented in Chapter 3, we will

also assess a set of flow derived biomarkers obtained from the fluid velocity field.

4.1 Introduction

Aneurysm growth rate is one of the two measurements which determine if surgical procedure is required.

However, accurately measuring growth rate is challenging and requires at least one follow up angiography.

Therefore, the development of predictive tools capable of estimating growth rate from an unique acquisition

would provide unprecedented insight into the aneurysm’s condition, which would facilitate the diagnosis

process. This tools could be used to identify patients with a potentially fast growing aneurysm and aid in

the planning of follow-up exams, diminishing the risk of early aneurysm rupture.

As explained in Chapter 1, dilatation of the aorta causes an increase in hoop stress and, thus, leads

to an increase of risk of rupture and dissection [8, 9]. This is why it is mandatory to continuously

monitor patients in order to perform prophylactic surgery repair when the aortic diameter reaches the

threshold (45-50 mm) or when growth rate surpasses 3 mm/year, as indicated by current clinical practice

guidelines [7]. A fast growing aneurysm has the risk of reaching a critical size before the follow-up exam is

performed. Additionally, a fast growing aneurysm may indicate that the aortic wall has rapidly weakened

and deteriorated and thus the rupture may occur in the presence of lower stresses, or, in other words,

with a smaller diameter and under lower aortic pressure. Due to these two reasons, patients with high

growth rates are eligible for surgery even when the aneurysm size is below the diameter threshold.

The risk of developing aortic aneurysm depends on age, sex, history of hypertension, genetic conditions

affecting tissues such as Marfan’s Syndrome and Ehlers-Danlos, aortic stenosis and the presence bicuspid

aortic valve (BAV) [3–6]. These factors do not only affect the triggering of the aneurysm, but also

the growth rate. Analyses on ascending thoracic aortic aneurysm (ATAA) growth rate patterns have

suggested that unsurveyed aneurysm follow an exponential growth [121, 122]. However, availability

aneurysm follow-ups with at least three angiographies sufficiently spaced in time are scarce, thus limiting

the possibilities to perform these kind of studies. This is why aneurysm development has usually been

assessed by considering a linear growth rate, since only two angiographies are required. A recent study

following 332 patients over an averaged period of 6.7 years reported averaged growth rates of 0.3 and

0.2 mm/year for women and men respectively [123]. Previous studies, performed on smaller populations

or with shorter screening periods, measured averaged growth rates ranging from 0.14 to 1.4 mm/year and
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reported patients which exceeded 2 mm/year [4, 5, 124–126].

Despite the current guidelines, multiple cases of rupture have been reported below thresholds and,

oppositely, some aneurysms have remained stable while their diameter exceeded the thresholds. This

suggests that a better understanding of the pathology is required [13]. For this purpose, various researchers

have focused on analysing how the aortic wall properties change during the dilatation process and the

factors which cause certain components of the wall to degrade. Various studies focused on the analysing

aortic wall degradation using histology and revealed that aneurysmal tissue presented disorders in elastin,

collagen and smooth muscle cells [14, 15]. Others studies have focused on the mechanobiology of the

aortic wall analysing risk factors which affected the aortic wall properties [17] and assessing how increased

stiffness and reduced thickness are related to risk of rupture [21, 127, 128].

However, in order to understand the underlying mechanisms which promote aneurysm growth, it is

necessary to investigate the long term effect of different stressor agents originated from the hemodynamic

flow and wall conditions. It is suggested that disrupted hemodynamic flow is associated with aneurysms

incidence, specially in BAV patients [34, 35]. Endothelial cells are exposed to different conditions

depending on the patient specific hemodynamics and this can trigger different biological processes such as

cell alignment and elongation [129], endothelial damage and the release of biochemical messengers, which

can affect the cellular response and thus the aneurysm evolution [130, 131]. Post-operatory samples of

aneurysmal tissues have revealed marked difference when compared to healthy tissue. A study combined

imaged-based computational models with tissue mechanical and microstructural characterization revealed

that high WSS was linked to media degeneration and reduced wall thickness, elastin levels and smooth

muscle cell count [36, 37]. On BAV patients, histology analysis and 4D MRI flow data revealed that extra

cellular matrix dysregulation and elastin degeneration were associated with regions of increased WSS

[132].

Following these lines of research, various works have assessed the relationship between fluid biomarkers

and aneurysm size using 4D MRI flow imaging and CFD modelling. Increased flow jet angle with respect

to aortic axis has been shown to be related to aortic diameter, indicating that misaligned blood flow could

promote aneurysm growth [133]. Elevated vortical and helical flow has been observed on dilated aortas

when compared to controls [134]. The WSS topological skeleton has shown marked differences between

aneurysmal and control aortas, making it a potential indicator for risk stratification [135]. Patient-specific

valve pathologies greatly influence WSS and oscillatory shear index (OSI), being aortic stenosis a mayor

cause for increased WSS [136].

Despite the great insight on patient-specific conditions that these studies provide, limited consensus

has been achieved regarding the role played by hemodynamics on aneurysms development, since it is

challenging to decipher, whether, hemodynamic variables promotes aneurysm growth, or if geometric

changes are causing flow disruption. To bring some light to this subject, some authors, using 4D MRI
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flow measurements, have focused their efforts on quantifying the relationships between patient specific

hemodynamics and aneurysm growth rate instead of aneurysm diameter. A longitudinal study including

30 ATA patients who underwent MRI angiography at baseline and after a one-year follow-up period

showed that elevated flow eccentricity and reduced WSS in the inner aortic curvature were correlated

with growth rate [137]. Another study used three-year spaced CT angiographies for evaluating growth

and concluded that WSS angle correlated with aortic growth on BAV patients [138]. Similar finding have

been observed when assessing growth on ATAA patients with Marfan’s syndrome [39].

Longitudinal studies have the potential to unveil the long term effect of different biomarkers on the

evolving aneurysms. However, few works of this kind are currently available in literature. This is a

consequence of the limited availability of longitudinal clinical data, since current clinical protocols do

not consider CT or MRI angiography until an aneurysm has reached a significant size with potential for

rupture. Moreover, the growth of typical aneurysms has been recently reported to be 0.2-0.3 mm/year,

thus a large time span between acquisitions is required to observe significant changes. To add further

complexity to the subject, in order to make patient-specific hemodynamic analyses, the angiographies need

to be accompanied by flow measures, further limiting the availability of eligible patients. Considering the

need to unveil the long-term effects of hemodynamics on aneurysm development, we present an analysis

of the relationship between CFD-derived biomarkers and ATAA growth on a heterogeneous cohort of

patients, including tricuspid and bicuspid aortic valves.

4.2 Clinical data

A data-base 33 patients with double CT scans with voxel size [0.3125, 0.3125, 0.75] mm provided by the

University Hospitals of Rennes, Dijon and Toulouse (France) was considered in this study. Patients with

genetic tissue disorder such as Marfan’s or Ehlers-Danlos syndrome were excluded. The patients had a

mean age of 57.3 years when the first CT scan was acquired, with a minimum 27.2 and a maximum 78.1

years. The average height was 1.71 m. The cohort was divided in 25 males and 8 females. The cohort

consisted of sixteen tricuspid aortic valves, fifteen bicuspid type 1 valves with left-right coronary cusp

fusion and two patients with type 0 bicuspid valve, the later consisting of one patient with left-right cusps

and another with anterior-posterior cusp. The acquisitions had a minimum spacing of 11 months. The

average spacing was 42.2 and 39.8 months for tricuspid and bicuspid valve patients, respectively. The data

acquisition was performed following the ethical standard and complying with the national regulation.

4.2.1 Aortic valve area and jet velocity

Echocardiographic measurements of valve area and peak velocity were available for 20 patients, thus a

direct calibration of valve area and inlet velocity was possible. MRI 4D flow acquisitions were available
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No. Age (years) Height (m) Sex Scan interval
(months) Valve type

1 78.1 1.68 M 53.2 T
2 62.2 1.60 M 47.7 T
3 60.5 1.76 M 47.6 T
4 47.5 1.69 M 36.1 T
5 73.9 1.57 F 11.9 T
6 55.9 1.70 F 13.0 T
7 63.6 1.66 M 51.6 T
8 57.2 1.75 M 27.8 T
9 58.9 1.61 F 19.2 T
10 51.6 1.68 M 23.5 T
11 49.8 1.75 F 63.9 T
12 60.2 1.94 M 52.9 T
13 59.4 1.81 M 67.6 T
14 65.0 1.75 M 18.6 T
15 66.0 1.75 M 89.6 T
16 63.0 1.60 F 51.2 T
17 51.7 1.72 M 48.0 B1

18 47.5 1.75 M 18.6 B1

19 76.9 1.68 M 17.2 B1

20 53.7 1.82 M 18.3 B1

21 60.1 1.65 F 13.9 B1

22 51.1 1.78 M 22.7 B1

23 66.9 1.83 M 47.9 B1

24 58.1 1.69 M 16.7 B1

25 27.2 1.74 M 16.3 B1

26 72.8 1.80 M 11.0 B1

27 64.1 1.66 M 101.0 B1

28 50.0 1.74 M 42.4 B1

29 68.0 1.75 M 28.3 B1

30 49.0 1.60 F 80.0 B1

31 38.6 1.70 M 46.6 B1

32 53.2 1.63 F 25.1 B0

33 29.1 1.62 M 85.2 B0

Table 4.1: Clinical data of the patient dataset.
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Parameter Men Women

Age  65 ¡65  65 ¡65

ANor/Height (cm2/m) 1.9 1.75 1.6 1.56

VNor (m/s) 1.19 1.22 1.23 1.25

Table 4.2: Aortic valve normative values for peak velocity valve area-to-height.

for 5 patients and were used to measure the peak velocity of the aortic jet. For the remaining 8 patients,

no velocimetry measurements were available in the register. In order to calibrate the aortic valve on these

subjects, normative values for peak velocity and normalized valve area-to-height were imposed according

to [139]. The normative values according to age range and sex are summarised in Table 4.2. When MRI

4D velocimetry was available, the calibration of the aortic valve area (AMRI) was performed by scaling

the normative area (ANor) by the ratio between the the normative VNor and measured (VMRI) velocity as:

AMRI � ANor
VNor

VMRI
. (4.1)

The cohort’s measured and estimated aortic jet velocities are given in Table 4.3.

4.3 Methods

4.3.1 Geometry

The angiographies were segmented using 3D Slicer [140] by means of a semi-automatic procedure based

on local thresholding, as described in [103], and posteriorly underwent manual correction. Segmented

geometries were processed in a computer-aided design software. Smoothing and remeshing techniques were

used to remove staircase artifacts and irregularities on the surface while preserving segmentation details,

making the geometry suitable for CFD analyses, as shown in Figure 4.1. The centerline of the resultant

geometries were extracted using the Vascular Modelling Toolkit [104]. A planar surface perpendicular

to the centerline was created on the aortic root where an idealized valve geometry was projected. The

idealized valve geometry was calibrated with patient data according to the valve morphology and valve

area. In this study, three different aortic valve morphologies were considered: tricuspid and bicuspid types

one and zero. A depiction of the valve geometries is shown in Figures 4.2a-c. The ascending aortic wall,

spanning from the sinotubular junction up to the brachiocephalic ostium, was divided into two regions:

the external and the internal walls, were the former contains the greater curvature and the later the lesser

curvature, as depicted in Figure 4.2d. This enables to independently assess the fluid biomarkers on each

region.
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No Valve
type

Acquisition
modality

Measured
velocity (m/s)

Measured valve
area (cm2)

Estimated
velocity (m/s)

Estimated
area (cm2)

1 T - - - 1.22 2.94
2 T ED 1.66 3.30 - -
3 T ED 1.48 3.13 - -
4 T ED 4.51 1.05 - -
5 T - - - 1.25 2.45
6 T ED 1.54 3.51 - -
7 T ED 1.40 2.47 - -
8 T - - - 1.19 3.33
9 T ED 1.33 3.45 - -
10 T ED 1.00 3.80 - -
11 T ED 1.50 2.30 - -
12 T - - - 1.19 3.69
13 T ED 1.90 2.50 - -
14 T MRI 4D 1.41 - - 3.06
15 T MRI 4D 0.98 - - 3.06
16 T MRI 4D 1.42 - - 2.56
17 B1 - - - 1.19 3.27
18 B1 ED 1.40 3.00 - -
19 B1 ED 2.51 1.92 - -
20 B1 ED 2.40 1.40 - -
21 B1 - - - 1.23 2.64
22 B1 ED 3.99 0.81 - -
23 B1 ED 4.02 0.95 - -
24 B1 ED 2.18 2.20 - -
25 B1 - - - 1.19 3.31
26 B1 ED 2.12 1.95 - -
27 B1 ED 3.70 1.40 - -
28 B1 ED 4.01 0.70 - -
29 B1 MRI 4D 1.53 - - 3.06
30 B1 MRI 4D 1.66 - - 2.56
31 B1 - - - 1.19 3.23
32 B0 ED 2.32 1.52 - -
33 B0 ED 4.00 1.30 - -

Table 4.3: Measured and estimated peak velocities (ED = Echo-Doppler velocimetry).

45



4.3. METHODS CHAPTER 4. CFD BIOMARKERS

Figure 4.1: Smoothing procedure performed on all models.

(a) Tricuspid (b) Bicuspid type 1 (c) Bicuspid type 0 (d) 3D model

Figure 4.2: Geometric details of the valve geometry and final 3D model.
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Figure 4.3: Diameter and growth rate analysis.

4.3.2 Growth assessment

The target of this work is to understand the relationship between fluid biomarkers and aneurysm growth

rate, hence, an accurate analysis of the geometric changes of the aorta is required. Under current

clinical guidelines, only maximum diameter (Dmax) measurements are considered during the diagnosis and

eligibility for surgery is determined when the Dmax surpasses established thresholds or when growth rate

based on maximum diameter change (GRD) surpasses 3-5 mm/year. However, we consider this metric

insufficient to correctly characterize the aneurysm growth, as different regions of the aorta could grow at

different rates, as they are exposed to different conditions and stresses. For this purpose, we employed an

automatic method to accurately acquire the diameter along the ascending aorta. The method is based

on measuring the maximum diameter on set of cross-sections of the aorta, which are constructed from

the intersection of a plane perpendicular to the centerline and the segmented geometry. By sweeping the

plane from the sinotublar junction up to the brachiocephalic ostium we are able to obtain the diameter

profile depicted in Figure 4.3a, where the position along the centerline (PC) is normalized from 0, which

corresponds to the sinotubular junction, to 1, which corresponds to the brachiocephalic ostium. By

comparing diameter measurements from the first and last CT scans, we are able to define the maximum

diameter growth rate (GRD) and, more importantly, the local diameter changes ∆DL and local growth

rate (GRL), shown in Figure 4.3a-b. When GRL below zero was detected we assumed a null growth, since

the aortic wall has no mechanism to restore its original shape and thus we assume that negative GRL is

caused by either an acquisition or segmentation error or from drug therapy to reduce blood pressure, or a

combination of both factors.
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Figure 4.4: Mass flow through the aortic valve.

4.3.3 Boundary conditions

Due to the lack of personalized flow profiles derived from MRI flow acquisitions for most of the cohort,

an idealized mass flow profile was used to impose the flow through the aortic valve, with cardiac cycle

duration T = 0.8 s, as depicted in Figure 4.4. The spatial distribution of the inlet profile corresponds to a

fully developed turbulent flow profile following the 1/7th power-law [106, 107], as done in Chapter 3.

On the supra-aortic vessels and descending aorta a three-element RCR windkessel boundary condition

was imposed. Assuming a pulse pressure of 40 mmHg and a distribution of flow proportional to the outlet

areas, a tuning of the parameters was performed as described in [111]. To ensure accuracy and numerical

convergence, the supra-aortic vessels were extended five equivalent hydraulic diameters, preventing the

build up of a recirculating region at the outlet boundary. The equations modelling windkessel components

were solved using a second order backward differencing scheme which has been validated against analytical

solutions [112].

4.3.4 Numerical set-up

The segmented geometries were discretized using a polyhedral mesh, capable of capturing the small

geometrical details with smooth cell size transition and preserving optimal cell quality. The meshing

process and the computations were performed using Ansys Fluent 22.1 (ANSYS Inc., Canonsburg, PA,

USA). The mesh was defined by surface elements with a maximum face size of 0.35 mm, a boundary layer

composed of 15 hexagonal prisms and the first layer cell height of 0.05 mm, ensuring an aspect-ratio of 7

suitable for LES, and a maximum cell size of 0.7 mm on the internal domain, as determined in Section

3.3.1. In sight of the results obtained in Chapter 3, the Dynamic Smagorinsky-Lilly subgrid-scale model

[113] was used to model turbulence in combination with a non-Newtonian Carreau viscosity model [114].

The coefficients of the Carreau viscosity model are provided in in Section 3.2.4. The DSL subgrid-scale

model enables to capture the laminar to turbulent transition and prevents an underestimation of the WSS,

while accounting for the shear-thinning behaviour of blood enables for a faithful description of the flow
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field on low velocity regions and an accurate estimations of WSS derived biomarkers. The density of blood

was set to 1056 kg/m3. Pressure-velocity coupling was solved via the SIMPLEC algorithm. Pressure and

momentum terms were solved using second order and bounded central differencing respectively. A second

order implicit scheme was used to compute time dependent terms. Six cardiac cycles were computed using

a time-step of 0.2 ms.

4.3.5 CFD Biomarkers

Since the role of hemodynamic variables on aneurysm development is yet poorly understood, a compre-

hensive set of fluid biomarkers is considered in this study in order to assess their relevance as aneurysm

growth predictors. We will consider in this study both wall shear stress and flow derived biomarkers.

4.3.5.1 Wall shear stress derived biomarkers

The first category of biomarkers include timed average WSS (TAWSS), peak systole WSS (PSWSS),

oscillatory shear index (OSI), shear angle (SA) and reversed flow ratio (RFR). These variables have been

presented in Section 3.2.5, however, a brief description is provided for convenience of the reader.

The TAWSS quatifies the averaged magnitude of the wall shear stress an is computed as follows:

TAWSS �
1
T

» T

0
|WSSptq| dt, (4.2)

being T the duration of one cardiac cycle. PSWSS represents instantaneous WSS magnitude at peak

systole, which occurs 0.12 s after a cardiac cycle begins. Variations in shear direction are described by the

OSI. Low OSI values indicate that the flow follows a predominant direction thought the cardiac cycle

while high OSI values indicate large fluctuations on the shear direction. It is defined according to:

OSI � 0.5

�
�1 �

���³T

0 WSSptq dt
���³T

0 |WSSptq| dt

�

. (4.3)

The SA is used to describe the direction of shear and it is used to identify the presence of rotating and

backward flow. The SA is defined as

SA �
2
π

arctan
�

WSSAxial

WSSCirc



, (4.4)

which is obtained by decomposing the WSS vector into axial and circumferential shear, WSSAxial and

WSSCirc, respectively. WSSAxial is positive when the flow progresses along the ascending aorta towards

the aortic arch and a negative in the presence of reversed flow. WSSCirc takes only positive values, as

the sign is used to indicate either clockwise or anticlockwise shear, which is beyond the scope of this

work. Depending on whether the TAWSS or peak systole WSS field are considered, we can compute the
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Figure 4.5: Countours of WSS derived biomarkers.

time-averaged shear angle (TASA) or the peak systole shear angle (PSSA). Finally, considering the total

ATA wall area (Awall) and the field defined by the SA, we compute the area of regions with reversed flow

(ARF ) to define the reversed flow ratio as

RFR �
ARF

Awall
(4.5)

A depiction of the contours of WSS derived biomarkers is shown in Figure 4.5.

4.3.5.2 Wall shear stress topological skeleton

On the luminal surface, the TAWSS vector field can be used to identify the WSS topological skeleton by

applying the Eulerian method [141]. The topological skeleton can be used to identify fixed points, located

where the WSS vanishes, and manifolds, which correspond to regions where contraction and expansions

occurs. The method proposed in [141] and used in subsequent studies [135, 142, 143] is based on the

Volume Contraction Theory and uses the WSS vector field divergence to define the topological skeleton.

The analysis is performed on the normalized WSS vector field and, thus, the divergence (DIVW )is defined

as follows:

DIVW � ∇ � pτuq � ∇ �
WSS
}WSS} , (4.6)

where τu is the normalized WSS vector field. We can identify the topological skeleton patterns

according to the divergence field sign, since the contraction and expansion regions are located where

DIVW is, respectively, negative and positive. The analysis of the topological skeleton can be further

extended by considering the Poincaré index, the Topological Shear Variation Index and the fixed point

weighted residence time, however, these elaborate analysis will not be performed in this study and only

the divergence field will be assessed.

To obtain the WSS topological skeleton from a CFD computation, the divergence operator was applied

following the procedure described in [141]. First, the CFD results, obtained on a polyhedral mesh, where
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Figure 4.6: Contours (left) and quiver plot (right) of the WSS topological skeleton. The limits of the
colorbar has been adjusted for visualization purposes.

mapped onto a triangular mesh constructed from the luminal cell face centres. Then, for any triangle Tn

(n=1,...,N, being N the total number of mesh triangles), we consider the values of WSS on the vertices η

(η � i, j, k). Each component of the vector field is then discretized by a piecewise constant vector per

mesh triangle by interpolating the WSS field into a generic position inside the mesh triangle Tn using

barycentric coordinates and piecewise linear basis functions Bi:

τζppq � pτζqiBippq � pτζqjBjppq � pτζqkBkppq, (4.7)

being ζ the spatial directions (x, y, z) and p � px, y, zq � Tn. The gradient of each WSS component can

be obtained as

∇τζppq � pτζqi∇Bippq � pτζqj∇Bjppq � pτζqk∇Bkppq, (4.8)

where ∇Bηppq represents the steepest ascent direction perpendicular to the opposite edge, which is

expressed as:

∇Bippq �
nTn

� ejk

2AT
,

∇Bjppq �
nTn

� eki

2AT
,

∇Bkppq �
nTn � eij

2AT
,

(4.9)

being AT the surface area of the triangle Tn, nTn
the normal unit vector of the triangle Tn, and ejk, eki
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and eij the edge opposite to vertex i, j, k, respectively. In this way, we can define the divergence of the

WSS field on any point p � Tn as:

∇ � τppq � ∇τxppq � ÝÑx � ∇τyppq � ÝÑy � ∇τzppq � ÝÑz . (4.10)

Then, for each vertex η of the mesh, the value of ∇ � τη is computed as the averaged value of ∇ � τ on all

the triangles to which η belongs to. An example of the resultant topological WSS skeleton is depicted in

Figure 4.6, together with the quiver plot of the WSS field which facilitate the comprehension of the WSS

pattern.

4.3.5.3 Flow field derived biomarkers

The flow derived biomarkers used to characterize the behaviour of the full flow field inside the aorta

and identify disrupted or anomalous flow behaviour. The set of biomarkers herein presented have been

measured evaluating the velocity field at different cross-sections of the aorta. For each patient, a set of

forty planes perpendicular the centerline were used to construct the set of cross-sections. To evaluate the

flow field characteristics we measured the flow eccentricity (FE), the bounded flow eccentricity (FE80%),

the flow dispersion (FD80%) and the flow angle (α).

The flow eccentricity was used to measure the flux mass-center offset and it was defined as

FE �
||CG � CF||

R
, (4.11)

were CG and CF represent the geometric and flux centroids respectively and R the equivalent hydraulic

radius. Elaborating on this metric, by considering only the cells with a velocity higher than 80% of the

maximum velocity through the given plane to compute the bounded flux centroid CF80% , which enables

us to define the bounded flow eccentricity FE80% as:

FE80% �
||CG � CF80% ||

R
. (4.12)

The total area of the cells used in the computation of CF80% allow us to define the bounded area A80%,

which can in turn be used compute the flow dispersion FD80% as the fraction between the bounded area

and the total surface AT on a given cross-section as:

FD80% �
A80%
AT

. (4.13)

Finally, we can compute the averaged velocity on the plane to define the mean flow direction nF and
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(a) Position of the geometric (black) and flux (red) centroids
used to compute FE.

(b) Position of the geometric (black) and bounded flux (blue)
centroids used to compute FE80%. The bounded area A80%
used to compute the flow dispersion is highlighted.

(c) Normal vector nP (black) and flow direction nF (red)
together with the 3D velocity contours.

(d) Plot of the centerline (black), flux centroid (red) and
bounded flux centroid (blue) along the ascending aorta.

Figure 4.7: Flow field derived biomarkers for a patient from the cohort.
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compute the deviation α from the plane normal nP:

α � arcos
�

nF � nP

|nF| |nP|



. (4.14)

A depiction of the flow derived biomarkers is shown in Figure 4.7

4.4 Results

This section includes the resultant measurements of aortic growth rate for the patient cohort, the CFD

computations and biomarkers results and the correlation between growth and biomarkers according to

aortic valve type.

4.4.1 Growth

The first objective was obtaining growth measurements for the cohort. The initial and final D accounting

for the acquisition interval is depicted in Figure 4.8a, differentiated according to aortic valve type. The

location of the aneurysm is patient specific. Figure 4.8b depicts the location of maximum diameter. We

can observe that the majority (61%) of the aneurysms where located in the mid section of the ATA, in

range PC P [0.3, 0.5], and none where located beyond NP ¡ 0.54. It can be observed that the majority of

the tricuspic valve patients have an aneurysm located closer to the sinotubular junction with respect to

bicuspid valve patients. The maximum diameter was located, on average, on PC = 0.25 for TAV and

on PC = 0.40 for BAV. It is significant that the average diameter on the first acquisition was 49.6 and

46.3 mm for tricuspid and bicuspid aortic valve patients, respectively. The relationship between GRL and

GRD is depicted in Figure 4.8c, having some patients significant differences between the two measures.

On average, GRL was 0.81 mm higher than GRD. The maximum difference between GRL and GRD was

3.8 mm. Finally, measures of D0 against GRD are plotted on Figure 4.8d. The correlation coefficient

between these variables is 0.04, thus this result highlights that, in the current cohort, the initial diameter

does not correlate with GRD. Substantial differences were observed on the patient cohort regarding the

diameter and local growth profiles. Five patients showed null maximum diameter growth. Two BAV

patients (P19 and P21) had growth exceeding 4 mm/year, for which, the segmentations and growth rate

are highlighted in Figure 4.9. The geometries of both patient are clearly different. Patient 19 haa standard

cylindrical shape, whereas patient 21 shows a highly tortuous geometry. It can be observed that high

growth in patient 19 is present on two segments: in the vicinity of PC = 0.2 and the brachiocephalic

ostium (PC = 1). Patient 21 shows a different profile, with the growth being concentrated around PC =

0.7. The diameter and growth rate profiles for the full cohort are depicted in Figure 4.10. We can observe

some cases in which Dmax is located closely to the sinotubular junction (PC = 0), which could indicated

that an aortic root aneurysm is present. This is the case for patients 3, 6, 7, 9 10, 13, 27 and 30.
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(d) Initial diameter against maximum diameter growth rate.

Figure 4.8: Growth analysis. Results differentiated by color (Tricuspid = blue, bicuspid = red).
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Figure 4.9: Growth rate analysis for patients 19 and 21, which have a GRL surpassing 8 mm/y.
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Figure 4.10: Diameter and growth rate for the patient cohort.
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Figure 4.10: Diameter and growth rate for the patient cohort (continued).
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Figure 4.10: Diameter and growth rate for the patient cohort (continued).

4.4.2 CFD results

In this section we present the results of CFD biomarkers on the patient cohort.

4.4.2.1 WSS biomarkers

A depiction of WSS-derived and WSS topological skeleton contour plots for the patients cohort is provided

at the end of the Chapter, in Figures 4.22-4.25, showing marked differences between patients. In order to

provide further insight, the WSS derived biomarkers where measured on the internal and external wall

independently, since different flow conditions affect these regions due to the jet impinging on the external

wall.

From hereinafter, the averaged value of a biomarker β is obtained by computing, for each patient, the

spatially averaged value and performing an average across the considered patient set.
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Figure 4.11: Violin plots of TAWSS for the TAV and BAV groups (left) and for external and internal
walls (right).
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Figure 4.12: Plot of averaged TAWSS for the TAV and BAV according to wall region.

The mean TAWSS was 0.89 Pa for tricuspid and 1.33 Pa for bicuspid aortic valve patients. The

spatially-averaged TAWSS was strongly correlated with inlet velocity, having a correlation coefficient

R = 0.82 (p = 4.1�10�8). Some patients present elevated TAWSS in both valve groups, having averaged

TAWSS above 2.5 Pa, as can be observed in Figure 4.11. These patients correspond to the severely

stenosed cases. Regarding the external and internal walls, we observe that the external wall is, on average,

subject to 26% higher TAWSS in comparison to the internal wall, having a mean value of 1.21 and 0.96 Pa,

respectively. This difference is present since the aortic jet impacts on the external wall, generating high

WSS on the impact region. The difference between the external and internal walls is more pronounced on

the patients suffering from stenosis. The averaged values along the centerline are plotted in Figure 4.16,

where the difference between TAV and BAV can be clearly observed. Both valve types present a peak

of TAWSS at PC P [0.4, 0.5], which corresponds to the jet impact region of most patients, and follow a

similar pattern on both walls.

The OSI showed minimal difference between tricuspid and bicuspid patients, having a mean equal to
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Figure 4.13: Violin plots of OSI for the TAV and BAV groups (left) and for external and internal walls
(right).
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Figure 4.14: Plot of averaged OSI for the TAV and BAV groups according to wall region.

0.269 and 0.239, respectively. We can observe, however, that the outliers differ, since the TAV group has

a patient with an OSI of 0.34 and the BAV group two patients with an OSI below 0.18, as can be seen in

Figure 4.13. The OSI is negatively correlated with inlet velocity, having a correlation coefficient R = -0.71

(p = 3.3�10�6). The OSI is lower on the external wall than in the internal wall, having a mean value of

0.235 and 0.287, respectively. This can be observed in Figure 4.16.

The TASA difference between TAV and BAV groups is negligible, as the mean is 0.113 and 0.114,

respectively. We can observe in Figure 4.15 that the TASA has a larger spread in the BAV group, having

an interquartile range (IQR) of 0.177, in comparison to the TAV, which has an IQR of 0.059. The TASA

is also negatively correlated with the aortic jet velocity, having a correlation coefficient of R = -0.53

(p = 0.0014). The TASA shows marked differences between the external and internal walls. On the

external wall, the flow is predominantly flowing in the downstream direction, with a mean TASA of

0.33. On the contrary, the flow is predominantly reversed in the internal wall, having a mean value of

-0.274. Observing Figure 4.16, we can deduce that the flow in the vicinity of the aortic root has a strong
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Figure 4.15: Violin plots of TASA for the TAV and BAV groups (left) and for external and internal walls
(right).
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Figure 4.16: Plot of averaged TASA for the TAV and BAV groups according to wall region.

circumferential component, since TASA values range between -0.1 and 0.2. On the external wall, we

observe a similar pattern for both valve types, except in PC P [0.2, 0.3] where the BAV show a higher

TASA. Concerning the internal wall, we observe a predominant reversed flow, which is maximal in PC P

[0.4, 0.7]. A marked difference can be observed in PC P [0, 0.3] between valve types, since the BAV has a

significantly lower TASA in this range, indicating a higher presence of rotating and reversed flow in this

region.

4.4.2.2 WSS biomarkerstopological skeleton

The WSS topological skeleton show a diverse range of patterns, as can be seen in Figure 4.25. In some

patients, the location of the jet impingement region is clearly visible, as a marked red spot in the central

part of the ascending aorta. In this cases, the jet is colliding against the wall with an elevated angle,

causing a spot of positive WSS divergence. Although this occurs in some scenarios, the geometry of

the aorta and the angle at which the jet impacts the wall on the other cases creates a complex pattern.
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The topological skeleton will be assessed along the centerline by differentiating between the regions of

positive (DIV�W ) and negative (DIV�W ) divergence. The averaged positive and negative divergence values

against the centerline position are plotted in Figure 4.17. We can observe some differences between the

valve groups. The TAV shows near the sinotubular junction (PC P [0, 0.1]) a more marked expansion

and contraction pattern, since the absolute values of DIVW are greater in both the positive and negative

regions. Some local differences can be observed along the aorta, for example at PC = 0.3, however the

overall pattern is similar in both valve groups.

4.4.2.3 Flow biomarkers

The second set of biomarkers is related to the internal flow structure. Due to the geometric variations, the

angle at which the inlet jet is positioned and the inlet velocity, differences in the internal flow structure

appear within the cohort. The averaged values of systolic FE, FE80%, FD80% and α along the centerline

for TAV and BAV patients are depicted in Figures 4.18-4.21. A clear difference between valve types can

be observed with respect to FE, being the averaged values 0.078 and 0.128 for TAV and BAV patients,

respectively. On both valve groups the peak is located around PC = 0.45, which coincides with the jet

impingement region. The initial difference at PC = 0 is due to the off-set with respect to the centerline of

the aortic valve, as can be seen in Figure 4.2. The difference between the to valve groups decreases after

PC = 0.5.

The differences in FE80% are less apparent. Again, as occurs with FE, the BAV group has a higher

FE80% due to the valve off-set. Some differences can be seen in PC P [0.6, 1]. On average, the FE80% was

0.389 and 0.431 for TAV and BAV patients.

The flow dispersion FD80% follows similar trends on both patients, although some differences can be

observed. The TAV surpasses the BAV FE80% in the interval PC P [0.1, 0.4], while the opposite occurs in

the interval PC P [0.5, 0.9]. The averaged values where nearly identical, being 0.107 for the TAV group

and 0.110 for the BAV group.

Considering the flow angle, defined as the angle between the centerline and the averaged velocity

vector on a cross-section, significant differences are present between the valve groups. The TAV shows low

values of α across the full lumen, ranging between 6 and 10°. On the contrary, BAV patients show an

higher α in the vicinity of the sinotubular junction, reaching 21°at PC = 0.20. This elevated α tends to

decrease as the flow progresses along the aorta.

4.4.3 Correlation between growth and biomarkers

After modelling the patient cohort, an analysis of the correlation between growth and averaged biomarker

values was performed in order to identify which could potentially aid in the diagnosis process. WSS

derived biomarkers βW
i,t are defined on the nodes i of the aortic wall at an instance t while the flow-derived
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Figure 4.17: Plot of averaged DIVW for the TAV and BAV groups.
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Figure 4.18: Plot of averaged systolic FE.
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Figure 4.19: Plot of averaged systolic FE80%.
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Figure 4.20: Plot of averaged systolic FD80%.
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Figure 4.21: Plot of averaged systolic α.
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TAV BAV

Biomarker Measure
GRD GRL GRD GRL

R p R p R p R p

TAWSS
Max -0.151 0.577 -0.243 0.365 -0.141 0.589 -0.236 0.362

Mean 0.016 0.954 -0.164 0.545 -0.128 0.625 -0.204 0.432

PSWSS
Max -0.073 0.789 -0.126 0.641 -0.034 0.897 -0.130 0.620

Mean -0.064 0.815 -0.248 0.355 -0.103 0.695 -0.224 0.387

OSI Mean -0.044 0.871 -0.017 0.950 -0.166 0.523 -0.081 0.759

SA
TA-Mean 0.556 0.025 0.334 0.207 0.173 0.507 0.158 0.545

PS-Mean 0.093 0.733 -0.009 0.975 -0.347 0.173 -0.354 0.163

RFR
TA -0.369 0.159 -0.193 0.475 -0.201 0.439 -0.230 0.375

PS 0.011 0.969 0.073 0.788 0.114 0.663 0.144 0.580

Table 4.4: Correlation coefficients and P-values between WSS derived biomarkers and growth rate on the
aorta surface.

biomarkers βF
j,t are defined along the aorta cross-sections j, thus a compression is required in order to

obtain scalar values which can, in turn, be correlated with growth rates. Depending on the considered

biomarker, we will account for time averaged (TA), peak systole (PS) or flux averaged (FA) values

regarding the temporal domain and for maximum and mean values regarding the spatial domain. This

enables us to compute the correlation coefficients between the biomarkers and the growth rate. The

results for WSS derived biomarkers are summarized in Tables 4.4-4.6. For the flow derived biomarkers,

the correlations are summarized in Table 4.7. The results show that the majority of the biomarkers are

not correlated to neither GRD or GRL. Statistically significant correlations are observed between GRD

and TASA when considering the full luminal surface of TAV patients, with R = 0.556 and p = 0.025.

However, this biomarker does not seem to have a correlation when assessing the external and internal

walls independently or when considering GRL. On BAV patients, when considering the external wall only,

a negative correlation can be observed for the peak systole SA (PSSA). The correlation coefficients are

similar considering either GRD or GRL. For the former, R = -0.482 and p = 0.050, and for the later,

R = -0.482 and p = 0.050. Regarding flow derived biomarkers, only the maximum flux averaged FD80%

on TAV patients shows a correlation with GRD, being R = 0.554 and p = 0.032. This could indicate

that patients having a high velocity region concentrated on a reduced area are prone to faster aneurysm

growth. However, the GRL does not show a correlation with this biomarker.

4.4.4 Profile correlation of WSS derived biomarkers and growth rate

In this section a different approach is taken in order to eliminate the patient-specific susceptibility to

aneurysm growth. Many factors are involved in the mechanobiological processes affecting the aneurysm
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TAV BAV

Biomarker Measure
GRD GRL GRD GRL

R p R p R p R p

TAWSS
Max -0.223 0.407 -0.274 0.304 -0.160 0.541 -0.256 0.321

Mean -0.054 0.843 -0.190 0.480 -0.128 0.623 -0.209 0.421

PSWSS
Max -0.132 0.626 -0.162 0.549 -0.053 0.841 -0.148 0.570

Mean -0.178 0.510 -0.282 0.291 -0.095 0.717 -0.213 0.411

OSI Mean -0.030 0.911 0.108 0.692 -0.089 0.734 0.002 0.995

SA
TA-Mean 0.061 0.823 -0.048 0.860 0.255 0.324 0.274 0.287

PS-Mean 0.004 0.987 -0.048 0.859 -0.482 0.050 -0.481 0.051

RFR
TA 0.034 0.899 0.073 0.787 -0.266 0.303 -0.306 0.232

PS 0.048 0.859 0.072 0.792 0.243 0.347 0.275 0.286

Table 4.5: Correlation coefficients and P-values between WSS derived biomarkers and growth rate on the
external wall.

TAV BAV

Biomarker Measure
GRD GRL GRD GRL

R p R p R p R p

TAWSS
Max 0.377 0.150 0.047 0.863 -0.021 0.935 -0.094 0.718

Mean 0.273 0.305 -0.040 0.884 -0.121 0.642 -0.180 0.489

PSWSS
Max 0.472 0.065 0.229 0.394 0.028 0.916 -0.044 0.866

Mean 0.357 0.175 0.001 1.000 -0.122 0.642 -0.239 0.356

OSI Mean -0.063 0.816 -0.324 0.221 -0.251 0.331 -0.175 0.501

SA
TA-Mean 0.419 0.106 0.233 0.386 -0.077 0.768 -0.187 0.473

PS-Mean 0.215 0.424 0.047 0.863 -0.052 0.842 -0.078 0.766

RFR
TA -0.384 0.142 -0.150 0.580 -0.049 0.850 -0.001 0.997

PS -0.040 0.884 0.080 0.768 -0.080 0.761 -0.053 0.840

Table 4.6: Correlation coefficients and P-values between WSS derived biomarkers and growth rate on the
internal wall.
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TAV BAV

Biomarker Measure
GRD GRL GRD GRL

R p R p R p R p

FE

FA-Mean -0.031 0.914 0.028 0.922 -0.147 0.617 -0.166 0.570

FA-Max -0.332 0.227 -0.256 0.357 -0.176 0.547 -0.210 0.472

PS-Mean -0.127 0.652 0.257 0.356 -0.057 0.846 -0.067 0.820

PS-Max -0.278 0.317 -0.036 0.899 -0.04 0.892 -0.057 0.846

FE80%

FA-Mean -0.310 0.260 -0.134 0.633 0.092 0.755 0.087 0.768

FA-Max -0.279 0.314 -0.182 0.516 0.058 0.843 0.067 0.819

PS-Mean 0.215 0.443 0.274 0.322 0.196 0.502 0.155 0.596

PS-Max -0.047 0.869 0.004 0.988 0.315 0.273 0.329 0.251

FD80%

FA-Mean 0.370 0.175 0.010 0.971 -0.104 0.723 -0.19 0.516

FA-Max 0.554 0.032 0.273 0.325 -0.007 0.980 -0.095 0.746

PS-Mean 0.184 0.513 -0.103 0.715 -0.291 0.312 -0.399 0.158

PS-Max 0.115 0.684 -0.035 0.903 -0.189 0.517 -0.343 0.230

α
FA-Mean 0.030 0.916 0.252 0.364 -0.014 0.962 0.047 0.873

FA-Max -0.026 0.928 0.079 0.779 -0.128 0.662 -0.067 0.820

Table 4.7: Correlation coefficients and P-values between flow derived biomarkers and growth rate.

development, such as age, wall stiffness, drug therapy, blood pressure, genetical factors, amongst others.

Due to this multifactorial influence, in order to identify the relationship between growth profiles and

biomarker profiles, we will compute the correlation coefficient between the position of the center of mass

of the biomarkers (PCβ) along the centerline and the center of mass of growth rate (PCGR) as follows:

PCβ �

³1
0 βpPCqPC dPC³1

0 βpPCqdPC
, (4.15)

PCGR �

³1
0 GRpPCqPC dPC³1

0 GRpPCqdPC
. (4.16)

We will also compute the correlation between PCβ and the location of maximum growth (PCmax
GR ). For

this analysis, only patients with a fast growing aneurysm with a minimum GRL ¡ 0.5 mm/year, will be

considered. The analysis will be performed on the internal and external walls for TAWSS, TASA and

OSI and considering the full arterial wall for DIV�W and DIV�W . The results are summarized in Tables

4.8-4.10. We can observe that only DIV�W on TAV patients has a statistically significant correlation with

the location of maximum growth rate, being R = 0.645 and p = 0.023. This could indicate that the

location where the aneurysm develops is located in the vicinity of regions of negative divergence.
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TAV BAV

PCβ

PCGR PCmax
GR PCGR PCmax

GR

R p R p R p R p

TAWSS -0.334 0.289 -0.294 0.354 -0.108 0.701 -0.004 0.988

OSI -0.449 0.143 0.043 0.895 0.107 0.705 -0.081 0.774

TASA 0.242 0.449 0.006 0.984 0.074 0.792 -0.004 0.990

Table 4.8: Correlation coefficients and P-values between PCβ and PCGR on the external wall.

TAV BAV

PCβ

PCGR PCmax
GR PCGR PCmax

GR

R p R p R p R p

TAWSS -0.619 0.032 -0.493 0.104 -0.432 0.108 -0.361 0.186

OSI -0.005 0.988 0.424 0.170 0.240 0.388 -0.020 0.944

TASA -0.473 0.121 -0.344 0.274 -0.331 0.228 0.061 0.828

Table 4.9: Correlation coefficients and P-values between PCβ and PCGR on the internal wall.

TAV BAV

PCβ

PCGR PCmax
GR PCGR PCmax

GR

R p R p R p R p

DIV�W -0.389 0.211 0.393 0.206 0.113 0.689 0.135 0.630

DIV�W -0.055 0.865 0.645 0.023 0.347 0.205 0.317 0.249

Table 4.10: Correlation coefficients and P-values between PCDIV and PCGR.

69



4.5. DISCUSSION CHAPTER 4. CFD BIOMARKERS

4.5 Discussion

In the present work, an analysis of the growth rate and fluid biomarkers on a cohort of patients has

been performed and consequently the correlation between them has been evaluated. The diameter and

growth rate analysis revealed some interesting findings with respect to the location of maximum diameter,

difference between local and absolute growth rate and the correlation between initial diameter and growth

rate. The average growth rate based on diameter was 0.94 and 1.15 mm/year for TAV and BAV patients,

respectively, which is slightly higher than the values reported in previous studies: 0.47 mm/year in [5] and

0.2 mm/year [123]. With regard to the location of D0, a significant difference was observed between TAVs

(PC = 0.25) and BAVs (PC = 0.40). This indicates that TAV patients are more prone to aneurysm near the

sinotubular junction where as the BAV patients are prone to developing aneurysms in the mid-ascending

section of the arta. It can also be observed that the dispersion of TAV patients is significantly larger than

in BAV patients, being the standard deviation of maximum diameter location equal to 0.18 and 0.11,

respectively. For TAVs, the aneurysms are uniformly distributed in the range PC P [0, 0.5], whereas, for

BAVs, the aneurysms are concentrated in the range PC P [0.4, 0.5]. This could be due to the altered jet

flow caused by the BAV shape, which could be distorting the flow in a similar manner in all patients, or,

alternatively, because of the genetic disorder of the aortic wall cells, which could be manifesting more

intensely in this location. Concerning the differences between growth rate measures, the local growth

rate was, on average, 63% higher than the global growth rate. This suggest that evaluating the growth

based on maximum diameter could lead to an underestimation of risk of rupture on certain patients, since

the current guidelines for surgery eligibility are based on GRD [7]. This is specially true for patients

with GRD close to zero, but which show a significant GRL. With respect to the link between initial

diameter and growth rate, it is surprising to observe that no correlation exists, since the growth rate

is expected to be exponential [121, 122] and thus, bigger diameters should be linked to bigger growth

rates. A possible explanation for this may be that patients which develop a large aneurysm are given

medication to lower blood pressure and thus reduce the aneurysm growth rate and risk of rupture. On the

other hand, it may be possible that, since patients are surveyed by echography during the initial phase of

the aneurysm, when exponential growth was detected surgery was performed after a first angiography

acquisition and, thus, these patients with exponential growth rate are not present in our study, as they

require a double acquisition. A final remark with respect to growth rate should be made: in our study,

two patients had a GRD exceeding 4.8 mm/year, which surpasses by an order of magnitude the threshold

for surgery eligibility. In a previous study with 90 subjects, only 15.6% of subjects exceeded a growth

rate of 1 mm/year and the maximum growth rate was 2.3 mm/year [5]. This could suggest that, either

an error was made during the acquisition of the angiographies or during the segmentation procedure,

leading to an overestimated growth rate, or, simply, that these two BAV patients had entered a phase of
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accelerated growth and were at high risk of rupture before the surgery.

The CFD results have shown some marked differences between TAVs and BAVs. This is specially the

case for TAWSS and TASA. The TAWSS was, on average, 50% higher in BAV patients, which agrees

with previous studies [144]. This can be explained as there exist a direct link between aortic jet velocity

and TAWSS (R = 0.82) and, at the same time, BAV patients have, on average, 56% higher jet velocity

than TAV patients. When assessing the external and internal wall independently, we observe an that the

former is subject to 26% higher TAWSS, gue to the fact that the jet impingement region is located in this

region. The TASA shows similar averaged values between TAV and BAV groups, however a significant

difference is observed when assessing the dispersion of the data, as the interquartile range is 0.06 and 0.18,

respectively. This which could be due to the stenosis caused by the bicuspidity which is causing a more

chaotic flow structure [136]. The most relevant finding regarding TASA is the larger difference between

the external and internal walls. It has been shown that the external wall is subject to a predominant

forward flow whereas the internal wall is subject to a predominant reversed flow. This can be explained

due to the fact that the impinging jet gets deflected by the aortic wall towards the aortic arch creating

a region of forward flow on the external wall, while, on the internal wall, recirculation and reverse flow

regions are present throughout the cardiac cycle as the aortic jet does not occupy the full cross-section of

the aorta. It would be interesting to assess if in healthy aortas, which have a smaller diameter and where

the aortic jet occupies a larger proportion of the cross-section, different results are obtained. Concerning

the OSI, we observed a higher value on the internal wall which can be explained by the predominantly

reversed flow present, linking the elevated OSI levels with low values of TASA. Where reverse flow is

present, a more chaotic flow structure is present and thus higher OSI is expected.

The majority of the fluid biomarkers has not shown a correlation with growth rate, with the exception

of TASA, FD80% and DIV�W on TAV patients and PSSA on BAV patients. It is remarkable that TAWSS

has not shown any correlation with aneurysm development, since it has been suggested that regions

subject to elevated WSS suffer from extra cellular matrix dysregulation and have reduced thickness,

elastin levels and smooth muscle cell count [36, 37, 132]. Regarding the OSI, our results have shown no

correlation. Up to date, no study has provided evidence suggesting that OSI levels are related to aneurysm

growth. Contrary to TAWSS and OSI, some correlations have been found when evaluating the SA. When

considering the full luminal surface of TAV valve patients, a correlation coefficient of 0.556 (p = 0.025) was

obtained between TASA and GRD. However, prudence must be taken before assuring that a relationship

exists, since no correlation was found when the external and internal walls were assessed independently

and, moreover, no correlation was found in any of the three considered zones (full surface, external and

internal wall) when considering GRL. Additionally, this correlation suggest that a predominant forward

flow (SA = 1) promotes aneurysm growth, which is contrary to the current findings that suggest that SA

close to zero promote aneurysm growth [138]. We hypothesise that if a strong relationship was present
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between TASA and growth on TAV patients, we would observe significant correlation when considering a

specific region (external or internal wall) and also when evaluating GRL. Oppositely to TAV patients,

BAV patients showed a negative correlation between SA and growth rate when evaluating the external

wall, suggesting that reversed and rotating flow are linked to wall degeneration, which agrees with previous

studies [39, 138]. Specifically, the PSSA showed a correlation coefficient R = -0.482 and -0.481 with GRD

and GRL, respectively. The fact that both GRD and GRL show a nearly identical correlation further

supports the hypothesis of PSSA being linked to growth rate. Finally, we conclude that further studies on

a larger cohort are required in order to clarify if SA and growth rate are related, since the current cohort

consists of only 16 TAVs and 17 BAVs, in order to ensure that the statistically significant correlations

remain on a larger set of patients. Additionally, a more elaborate analysis of the SA distribution should be

performed in order to understand the flow patterns that promote aneurysm growth since. In this analysis,

no distinction is made between a patient which has a predominating rotating flow, with SA � 0 along

the majority of the luminal surface, and a patient which has regions of both forward and reversed flow,

with SA � 1 and -1, respectively. This is because we have assessed averaged values across the surfaces

and, thus, both scenarios will yield an averaged TASA close to zero. To add further complexity to the

subject, an analysis distinguishing between clockwise and anticlockwise circumferential WSS would enrich

the understanding of the SA distribution, although a more elaborate formulation of SA would be required

for this purpose.

The WSS topological skeleton has shown that a correlation exists between the location of negative

DIVW regions and the location of maximum growth on TAV patients, being the correlation coefficient

R= 0.645 (p = 0.023). The negative divergence of the WSS field means that the local shear forces are

exerting a contraction on the endothelium. Since the WSS topological skeleton can be used to identify

near-wall mass transport and decipher biomechemical concentration patterns along the aortic wall [143],

the regions subject to a predominant DIV�W are also subject to accumulation of biochemical molecules,

which could be a accelerating the aneurysm development. Further analysis of the WSS topological skeleton

is required in order to decipherer the full picture of the near wall flow dynamics. In this regard, an

analysis of the fixed points residence time should be used to quantify the risk of biochemical accumulation

[141, 145] and an assessment of the variation of the contraction and expansion action over the endothelium,

namely the topological shear variation index [135], should be performed, as it has been shown to be linked

to endothelial cell dysfunction and apoptosis [146, 147].

The flow biomakers have shown no relationship with growth rate, with the exception of maximum

flux averaged FD80% on TAV patients (R = 0.554, p = 0.032) and GRD. As occurred with TASA on

TAV patients, only GRD showed a correlation while GRL showed no correlation (R = 0.273, p = 0.325).

Thus, again, care should be taken when drawing definite conclusion on this regard. However this may be,

the correlation with GRD could indicate that patients having the flux contained over a reduced area of
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the aorta cross section are prone to faster aneurysm development. This biomarker is an indicator of the

dispersion and uniformity of the velocity field and, hence, it suggests that a non-uniformly distributed

flow with pronounced regions of high velocity may be causing a disruption of the flow and triggering a

biomechanical response on the aortic surface. In previous studies, some flow biomarkers have been related

to aneurysm growth. It has been suggested that flow angle could be related to aneurysm development

[133], since a correlation was found between the deviation of the aortic jet and the aortic diameter.

However, this link could be a consequence of the aneurysm development and not a cause, as occurs with

flow eccentricity, which has been shown to be directly linked to the bulge size [148].

As a final remark, in this work it has been shown that some fluid biomarkers have a potential to

predict the aneurysm growth rate. By assessing the flow dynamics through a set of biomarkers, the future

diagnosis procedures could be improved by enriching the clinical data with a full understanding of the

fluid stressors that act on the wall and by quantifying the biochemical processes that occur in the vicinity

of the wall. To provide strong evidence of the veracity of these results and the correlations found herein, a

multi-centric study over a large population should be performed.

4.5.1 Limitation

Independently of the strength of the correlations found in this work, some critical limitations prevents

drawing definite conclusions and thus the herein computed correlations should be taken with care. A

series of limitations concerning the acquisitions are present. Firstly, since the first acquisitions are taken

when the aneurysm has already developed, we only analyse in this study the later phase of the aneurysm

progression and not the initial phase which triggers aneurysms development. We thus analyse the effect of

hemodynamics on the aneurysm once the wall has already weakened and deformed and we are therefore

unable to draw conclusions on how hemodynamics are related to the kick-off of aneurysm growth on a

healthy, undeformed aorta. Secondly, the time window between acquisitions was, in some cases, low, as

40% of the cohort has a spacing under 24 months. Assuming standard growth rates reported in literature,

between 0.2 and 0.5 mm/year [5, 123], the expected average growth is of the order of magnitude of the

angiography resolution: [0.312, 0.312, 0.75] mm. Due to this fact, the growth rate measurements are

prone to having a large error. In order to reduce this error, either a CT scan with a higher resolution is

required, or a larger time window should be used. Lastly, diastolic pressure readings where not taken

during the angiography acquisition and, thus, one cannot distinguish between geometric changes caused

by the aneurysm development or due to changes in the arterial pressure. In other words, if the patient

has a higher arterial pressure during the second acquisition, the aorta will appear larger, however, this

increase in size might be due to the pressure only and not to a degeneration of the wall and a dilatation

of the vessel. Thus, in order to quantify the influence of the aortic pressure on the aneurysm size and

differentiate between aneurysm growth and pressure deformation, pressure reading should accompany the
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angiographies.

Doppler and MRI measurements were available for 25 patients which where used to calibrate the

inlet velocity and valve area. For the remaining 8 patients the velocity and area where calibrated with

normative values according to [139]. This has introduced an uncertainty as we cannot guarantee that

these 8 patients have a healthy valve condition, thus, the biomarkers obtained for this set of patients may

be erroneous. More over, the jet direction was assumed parallel to the centerline, and it is know that,

specially in cases of stenosis, this is not the case [110, 133]. Therefore, the region where the jet impacts

the wall is highly affected by this assumption and the overall flow structure is severely affected by this

parameter. Lastly, the geometry of the valves was assumed using idealized shapes and a fully-developed

turbulent profile was imposed on all patients. However, aortic jets characteristics differ and stenosis

develops differently amongst patients, giving rise to different jet shapes and flow structures, as shown in

[119]. Due to the simplification made on the aortic jet, the imposed boundary condition is not personalized

and, therefore, we cannot ensure that our results have accurately capture the patient-specific conditions.

We expect to obtain different biomarker values if a patient-specific flow profile had been used on the aortic

valve.

Finally, we must emphasise that the aortic wall movement has been neglected. It has been shown that

WSS is affected by the wall dynamics [29, 39, 149] and, hence, the WSS derived biomarkers computed in

this study would be expected to differ if FSI effects would have been included.

4.6 Conclusions

Limited evidence of correlation between aneurysm growth and fluid biomarkers has been obtained in this

study. Only TASA, FD80% and DIV�W on TAV patients and PSSA on BAV patients showed a statistically

significant correlation. Due to the numerous limitations of this study, we conclude that the analysis should

be repeated on a cohort of patients which has been followed during a larger time window, in order to

reduce the error in the growth rate measurements, and which have undergone an MRI 4D exam in order

to accurately calibrate the aortic jet. The spatio-temporal velocity profile of the aortic jet will severely

determine the flow structure throughout the cardiac cycle, hence, for accurate CFD biomarker analysis,

patient-specific models including aortic jet calibration are mandatory.

However this may be, the availability of clinical data remains a bottleneck for investigating the role of

computational biomarkers on cardiovascular pathologies. Although the technology required to acquire the

necessary data for performing this type of in-silico analyses has been developed, their use is limited as

it is not part of the standard clinical protocols. Therefore, it is challenging to obtain a large cohort of

patients which have two sufficiently spaced angiographies and a MRI 4D flow acquisition.
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4.7 Contour plots of WSS biomarkers
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Figure 4.22: TAWSS for the patient cohort.

75



4.7. CONTOUR PLOTS OF WSS BIOMARKERS CHAPTER 4. CFD BIOMARKERS

0 0.5 1 1.5 2 2.5 3

TAWSS [Pa]

21 22 23 24 25

26 27 28 29 30

31 32 33

Figure 4.22: TAWSS for the patient cohort (continued).

76



4.7. CONTOUR PLOTS OF WSS BIOMARKERS CHAPTER 4. CFD BIOMARKERS

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

OSI 

1 2 3 4 5

6 7 8 9 10

11 12 13 14 15

16 17 18 19 20

Figure 4.23: OSI for the patient cohort.
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Figure 4.23: OSI for the patient cohort (continued).
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Figure 4.24: TASA for the patient cohort.
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Figure 4.24: TASA for the patient cohort (continued).
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Figure 4.25: WSS topological skeleton for the patient cohort.
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Figure 4.25: WSS topological skeleton for the patient cohort (continued).
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5.1. STATE OF THE ART CHAPTER 5. PATIENT-SPECIFIC FSI MODELS

The development of an aortic aneurysm is a multi-factorial process in which it is suspected that the

contributions of both hemodynamic and structural stresses play a role in the aortic wall dysregulation

and degeneration. In sight of the complex nature of the factors involved in the pathology progression, an

adequate model capable of capturing both stressors is required for a comprehensive understanding of the

patient’s condition. For this purpose, FSI models are used, since they combine a CFD and a FEM solver

to capture the phenomena of both physics and the interaction between them. The development of such

models is challenging, since numerous clinical measurements are required to generate the numerical data

used to personalize the model. Additionally, the complexity of FSI models is greater than that of CFD or

FEM alone, thus a larger uncertainty in the model maybe introduced and therefore additional precautions

should be taken when analysing the results.

In this chapter, we address this challenge by developing the techniques required to accurately represent

the hemodynamic flow, performing a spatio-temporal calibration of the aortic jet from data provided by

4D MRI flow acquisitions. Additionally, a personalization of the structural model of the aorta wall is

performed by accounting for spatial variability of material properties. The workflow is used to model a

single patient suffering from ascending aortic aneurysm. In this way, a high-fidelity workflow capable of

capturing the patient-specific conditions is presented.

5.1 State of the art

Due to the great insight that numerical simulation can provide to the understanding of patient’s arterial

condition, numerous works have been done to develop the techniques required for the accurate modelling

of arteries. In Chapter 3 we described the computational methodologies which have been used to model

the hemodynamic flow, while in Chapter 4 we described the current state of the art regarding the influence

of fluid biomarkers on aneurysm development. In this Chapter, we summarize the latests works which

have focused on the characterization of the aortic wall and the risk of rupture, together with the state of

the art FSI models, which have been used to understand the interaction between the flow and arterial

wall deformations.

The effect of considering the wall displacement has a direct impact on the flow behaviour and thus

differences appear in the WSS field when accounting for transient deformations. In a recent work [83],

the displacement of the arterial wall has been modelled using a 1-way coupling approach to perform an

hemodynamic analysis of a compliant vessel. To do so, a registration of the aorta deformation throughout

the cardiac cycle was performed by using a multiphase CT scan. Subsequently, the simulation was

performed and compared against a rigid wall model, concluding that the wall displacement affected the

distribution of OSI and reduced the WSS. In this line of research, a 2-way FSI model considering a

uniform, linear elastic wall was used and also showed a reduction in WSS levels in compliant models [149].
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In another study [29], a 2-way FSI model was compared to a CFD and a FEA model, in terms of WSS

and intramural stress, respectively. In the FEA, the motion caused by the cardiac motion was considered

and used to distinguish the stresses caused by the fluid pressure and valve motion separately. Further

readings regarding this line of research are available in literature focusing on the ascending [150, 151]

and abdominal aorta [152–155] and aortic dissection [156, 157]. One additional phenomena which cannot

be captured using CFD models is the behaviour of the aortic valve. For this reason, a FSI model of a

pulsatile flow and a deformable aortic valve was developed to assess the effect of such deformations on the

turbulence generation [158].

The aorta is located within the thorax and surrounded by diverse organs and tissues. Various works

have assessed the influence of these tissues on the deformations, both for the ascending and descending

thoracic aorta [159] and for the abdominal aorta and iliac arteries [160, 161]. It has been shown that

the proximity to the spine has a direct influence on the stiffness of the supports and that it is important

to consider it in order to compute accurate deformations on the aorta. In a more recent study, the

displacement of the aortic valve was tracked using high resolution CINE MRI and used to calibrate the

viscoelastic support surrounding the aorta [38]. The aortic root motion has also been used to quantify the

proximal aorta axial stretch and its influence on the estimation of wall distensibility by evaluating the

deformations both in-silico and in-vivo [162].

It has been shown that aortic wall thickness varies within the vessel segments, specially in damaged

regions prone to aneurysm development [163]. With the aim of evaluating the risk of rupture of ascending

aortic aneurysms, FSI computations where used to assess the variations in peak wall stress as function of

the wall stiffness and hypertension level [20]. Other works accounted for the variation of wall thickness,

measured using microCT scan, in order to accurately compute risk of rupture on arterial segments [21, 22].

These improvements on the material characterization enable for a more truthful representation of the wall

stress.

It is well known that the aortic wall is composed of three distinct layers which have an anisotropic

behaviour [17, 18]. In the pursuit of better modelling the aortic wall properties, the anisotropy has been

included in structural models to perform FSI simulations of the ascending aorta [30] and abdominal

aneurysms [40, 41].

Due to the the fact that the aorta is just a part of the cardiovascular system, some authors have

attempted to model the FSI phenomena while coupling the outlet boundaries to zero-dimensional models

representing the downstream vasculature. Within this line of research, a model of the primary large

arteries of the human body, which extend from the heart up to the head, legs and arms, was used to

model the pressure and flow waveforms through the arterial network [42]. This work included a variable

thickness and elastic properties of the arterial walls according to vessel diameter. Additionally, they

evaluated the impact of age related arterial stiffness on the flow dynamics, revealing that the modelled
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pressure amplification and increase in pulse wave velocity was in agreement with clinical measures.

We conclude this summary of the current state of the art by highlighting that only one work has

currently addressed the relationship between numerical biomarkers and growth rate using FSI models [39].

In this work, they used pulse wave velocity measures to personalize the wall stiffness and used MRI 4D

data to calibrate the aortic jet. It was shown that the shear angle (defined in Equation 4.4), is linked

to aneurysm growth in Marfan syndrome patients. However, no assessment of the structural stress was

performed.

5.2 Clinical data

Patients suffering from ascending aortic aneurysm which underwent ascending aorta replacement in the

University Hospital of Dijon were considered in this study. The patients participated in a study approved

by the French national ethic committee (Project 2018-A02010-55, approved by the French “Comite de

Protection des Personnes”) which was registered on ClinicalTrials.gov with the number NCT03817008XX.

The patients followed the MECATHOR protocol and informed consent was given in order to use clinical

data for research purposes. The first angiography did not require MRI 4D flow measurements as it was

only used for the computation of the aortic diameter growth. On the second acquisition, both CT and

MRI angiographies and MRI 4D flow were acquired. Patients underwent MRI in the days prior to the

surgical procedure. This is as standard practice and part of the hospital’s protocol in order to correctly

assess the patients condition and understand if additional procedures are required during the intervention,

such as aortic valve replacement.

The aortic flow was measured using MRI 4D flow acquisitions using a Siemens Magnet, 3T, Skyra. To

generate the 4D flow data, a combination of 3D spatial encoding, 3D velocity encoding and cine acquisition

is required. The resultant image consists of one magnitude and three phase volumes, corresponding to the

three directions of space. As the sequence requires to fill line by line the Fourier plane, the acquisition

was performed under ECG and respiratory gating. It is vital to perform the acquisition at a constant

instant of the breathing cycle as otherwise the image would be distorted since the heart rests on the

diaphragm, which commands the respiratory motion and displaces the full thoracic cavity. To trigger

the acquisition, an echography navigator was used to track the diaphragm motion and synchronize the

acquisitions. The same applies for the ECG gating, as the heart motion and instance of the cardiac cycle

needs to synchronize on each frame. For the ECG measurement, 3 electrodes were placed on the patient

and triggered the acquisition with the R-wave. The sequence was composed of 25 frames per cardiac

cycle. The resolution was [2.00, 2.00, 2.00] mm. The velocity encoding was set after performing a 2D flow

measure in order to avoid aliasing in the 4D flow.

To calibrate the fluid outlet boundary conditions, information on blood pressure is required. Two
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procedures can be performed to obtain blood pressure reading: invasive and non-invasive. The patient

considered in this study had pressure readings acquired by arm cuff during the MRI acquisition. A

minimum of 6 readings were performed through out the duration of the procedure and the average value

was recorded.

The patients underwent surgery days after the MRI acquisition. During surgery the ascending aorta

was removed and replaced by a stent graph. The removed tissue was then taken to a biomedical laboratory

to perform an exhaustive study of its mechanical properties. Thickness measurements and equi-biaxial

tensile testing were performed. The experimental study followed a strict protocol in order to ensure the

quality of the harvested sample and guarantee a standardized and reproducible procedure as described

in [164]. A maximum of eight hours passed between the surgical extraction and the completion of the

experiment. The following steps were followed: (1) Tissue sample was preserved in saline water for

transportation from the operating room to the laboratory, (2) the tissue was stored and frozen at -80°C,

(3) histological fixation was made, (4) biaxial test was performed. The tissue samples were prepared for

the mechanical testing by removing the fat attached to the aortic wall in order to accurately measure

the wall thickness, which has an important impact on the stress calculation. The aorta was then cut

into four quadrants: anterior (ANT), posterior (POST), lateral (LAT) and medial (MED). From each

quadrant, square samples of size 15 mm � 15 mm were extracted. The circumferential and longitudinal

directions were noted. A depiction of the sample preparation is presented in Figure 5.1. For each sample,

the thickness was measured five times in different locations and the averaged value was taken. This

measurement was performed using an electronic micrometer (Litematic 12 VL-50, Mitutoyo, Japan)

providing a constant force thickness ( 0.01µm). The mechanical test was performed using a equi-biaxial

tensile test machine (LM1,14 TA Instruments, ElectroForce System Group, USA) by positioning four

hooks on each edge. The sample remained in saline water at 37°C during the experiment, which consisted

of a preconditioning of 10% stretch with ten loading and unloading repetitions followed by a stretch until

rupture at a rate of 10 mm/min. The biaxial test setup is shown in Figure 5.2. An example of the results

obtained is depicted in Figure 5.3.

5.3 Geometry and meshing

The angiographies obtained were segmented using a semi-automatic algorithm based on semi-automatic

procedure based on local thresholding as described in [103] and manually corrected using 3D Slicer. Once

the STL geometries were obtained, they were imported into Spaceclaim 22.1 (Ansys Inc, Canonsburg, PA,

USA) to perform CAD manipulation and preparation for the meshing stage. A similar procedure was

used as in Chapter 4, as a set of smoothing and remeshing iterations were performed to ensure a smooth

final surface. The geometry was then separated into the following sections: inlet, annulus, aortic root,
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Figure 5.1: Tissue sample preparation: (a) aorta after fat removal, (b) division into four quadrants, (c)
separated quadrants and (d) sample ready for mechanical test. (From: S. Lin, ”Biomechanics of human
ascending aorta and aneurysm rupture risk assessment”, PhD Thesis, 2021 [16]).

Figure 5.2: Equi-biaxial tensile test performed in the University Hospital of Dijon.
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Figure 5.3: Strain-stress results obtained for the longitudinal and circumferential directions after performing
an equi-biaxial tensile test on the anterior quadrant.

Figure 5.4: Aorta geometry with differentiated surfaces.
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ascending aorta (internal and external), aortic arch and descending aorta, as can be seen in Figure 5.4. In

this case the valve shape was not imprinted on the inlet face as MRI flow data will be used to define a

velocity field across this surface.

The geometry was then imported into Ansys Fluent 22.1 (Ansys Inc, Canonsburg, PA, USA) in order to

create a triangular surface mesh. As opposed to the methodology followed on Chapters 3-4, a coarser mesh

was adopted due to the computational requirements of FSI studies. The mesh controls are summarized

in Table 5.1. The surface mesh was then exported to ICEM 22.1 (Ansys Inc, Canonsburg, PA, USA) in

order to transform the initial Fluent mesh into a LSDYNA compatible mesh. The initial surface mesh

was used to create the fluid and structural meshes, which were saved separately. Fluid and structural

meshes were conformal. The structural mesh was identical to the fluid mesh but had the outlet and inlet

faces removed in order to produce an open shell. The volumetric mesh was generated in LSDYNA using

tetrahedral elements and three inflation layers on the walls.

Mesh parameter Value

Face size (mm) 1.0

Max. element size (mm) 1.5

Max. curvature normal angle 16°

No. of elements Fluid (105) 8.72

No. of elements Structure (104) 4.62

Table 5.1: Mesh parameters.

5.4 Personalized hemodynamic boundary conditions

In order to accurately model the behaviour of the hemodynamic flow, it is of prime importance to

calibrate the hemodynamic boundary conditions according to patient-specific data. In this respect, the

limiting factor is the availability of velocity and pressure measurements. With out adequate clinical data,

approximations using averaged population values are required in order to create the boundary conditions.

5.4.1 Preliminary considerations

Despite clinical data being available, it is important to consider how this information can be feed into

the numerical model. For example, some readings might have an acquisition speed lower than what is

required for the numerical model and an interpolation ensuring continuity and smoothness is required

in order to guarantee a stable computation. On another side, it may happen that it is not possible to

impose certain measurements directly as boundary conditions, for example, LSDYNA lacks the capability

of defining a mass-flow profile boundary condition and a workaround is required in order to impose the
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desired behaviour. In this subsection we discuss the considerations that must be accounted for and the

existing limitations concerning the fluid boundary condition setup.

5.4.1.1 Pressure considerations

Pressure measurements are vital to calibrate the outlet boundary conditions. In this regards, we are able

to setup our model by either imposing pressure profiles measured from invasive pressure recorders or by

calibrating multiscale models. Despite the fact that pressure profiles lead to an accurate imposition of

pressure on the model, this procedure poses three main drawbacks. Firstly, we encounter the practical

limitation of measuring pressure simultaneously on all the locations required for our model, namely in the

descending aorta and the brachiocephalic, left common carotid and left subclavian arteries. Small pressure

variations occur amongst the aforementioned locations and an incorrect correspondence between the four

pressure profiles would lead to an unphysical flow behaviour in the numerical model. Due to this fact, in

the absence of four simultaneous reading, imposing equal pressure profiles on all outlets would lead to an

erroneous behaviour. Secondly, the mismatch between the patient specific and the modelled mechanical

properties leads inevitably to an incorrect flow through the boundary. This is phenomena occurs since,

although the pressure is close to in-vivo values, the dilatation of the vessel may be over or under estimated

due to the mechanical modelling assumptions and, thus, the outlet boundary area will be incorrectly

calculated. Given a preestablished outlet pressure, the flow through the boundary will be determined by

the pressure drop and the opening area. Modelling of the supra-aortic vessels is challenging in this respect

due to the lack of patient-specific measurements, since mechanical characterization was only performed

on the ascending aorta. Moreover, the ramification of smaller vessels from a main artery implies a rapid

change in the wall properties, both regarding thickness and elasticity, and modelling this transition is

extremely challenging. Lastly, the stability of the flow on the computational model is compromised as

there is a mismatch between the imposed pressure and a numerically stable pressure profile. The FSI

model requires a set of coupling iterations in order to converge the deformation and pressure fields. At

each fluid sub-iteration cycle the pressure and flow are computed by an iterative algorithm in order to

satisfy the Navier-Stokes equations while accounting for the deformation field. If a pressure profile is

imposed, the flow will have to drastically adapt at each time step to satisfy the fluid equations and may

lead to oscillatory flux patterns.

On the other side, an alternative approach using multi-scale models allows to predefine an approximate

behaviour of the system without directly imposing the pressure profiles. Within this alternative, an

extensive range of models exist with a myriad of complexity levels. These models are based on modelling

the outlet boundary conditions by mimicking the behaviour of the downstream cardiovascular system

by using 1-D and 0-D components and allowing the algorithm to automatically compute the boundary

conditions, which mimic physiological behaviour and produce a numerically stable profiles for flow and
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pressure. This procedure, however, requires an additional modelling effort, since the multi-scale model

needs to be calibrated in order to respond as desired and match the patient-specific model.

5.4.1.2 Velocity and flow considerations

To accurately impose the desired patient-specific velocity profiles on both inlets and outlets, high-quality

4D velocity data is required. It is possible approximate the flow profile by using 2D MRI-data (2D +

time) since the mass flow traversing the considered plane is unaffected by the in-plane velocity. However,

the 3D velocity vector field is lost and only velocity perpendicular to the MRI plane may be computed,

leading to a lost of truthfulness in the velocity field. Despite this, MRI 2D flow data represents an optimal

technology to obtain mass-flow measures since the spatio-temporal resolution is higher with respect to

MRI 4D flow and, thus, it is specially beneficial when extracting flow profiles on small arteries such as the

supra-aortic vessels, whose diameter tends to by on the order of a few millimeters and where MRI 4D

acquisitions fail to accurately measure the velocity field with sufficient resolution.

Valvular pathologies severely distort the aortic jet [119] and lead to an off-set of the flow. Aortic

stenosis caused by a stiffening or fusion of the valve leaflets cause the valve opening to be reduced and

distorted in shape. This irregular opening obstructs the blood flow and leads to an asymmetric jet profile

with elevated peak velocity, which severely impacts the overall flow structure on the ascending aorta.

Additionally, the geometry of tortuous aortas or large aneurysms differ greatly from the idealized geometry

of a healthy subject, making it difficult in these cases to accurately orient and align an idealized aortic

jet. It is therefore mandatory to use patient-specific data to extract the velocity profiles required for the

calibration of an accurate computation. To achieve this aim, MRI 4D flow acquisition currently represents

the most comprehensive and detailed measurement available under the current clinical practice.

A novel procedure to acquired velocity readings is 4D Doppler ultrasound velocimetry, which has

reached maturity and solutions have been deployed on the market. This technology benefits from a high

temporal acquisition rate, although the spatial resolution is similar to that of MRI. However this may be,

these technologies have not been yet integrated in the standard clinical practice and, thus, the availability

and access to patient-specific data presents a limiting constraint for developing computational workflows

based on these technologies.

Depending on the data available, we encounter three possible scenarios to personalize the velocity

boundary conditions. In increasing level of exactitude and complexity: idealized spatially defined profile

scaled according to velocity flow measurements, as was done in Chapter 4, where the aortic valve shape

and jet profiles and not available; through-plane spatial and temporal velocity profiles obtained form an

MRI 2D acquisition, which increase the realism of the aortic jet as the effect of the aortic valve opening is

accounted for on the setup; and three-dimensional spatial velocity vector field defined in along time on the

boundary, obtained from MRI 4D, which yields and unmatched level of personalization and exactitude.
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While the approach used on outlet boundary conditions remains a critical pillar to ensure the stability

of the solution, defining the inlet boundary using an imposed velocity field has a minimal effect on the

numerical convergence as long as the input data is interpolated using a continuous C2 function. In this

way the acceleration term required on each fluid element on the boundary faces will be C1 continuous,

leading to smooth pressure variations on the inlet boundary.

5.4.2 Aortic jet

In this work, the aortic valve jet was calibrated using MRI 4D flow data. The flow data was imported into

QIR 4D version 1.03 (CASIS, Quetigny, France), a MRI 4D processing software. This software allowed

to perform an offset correction by applying the algorithm proposed in [165], where static tissues are

used to perform a fitting of the velocity field. This can be observed in Figure 5.5. Once the MRI flow

Figure 5.5: Details of the offset correction step. Left image highlights the location of static tissue (purple).
The correction applied on the X-velocity component is shown on the right image.

data was corrected, an automatic segmentation algorithm which used mean voxel grey level was used to

segment the aortic volume by detecting discontinuities in the velocity field using the level set method as

described in [166, 167]. The automatic segmentation required manual correction, as the boundaries of the

aorta where poorly captured and fusion with the pulmonary artery was present, as shown in Figure 5.6.

Once the segmentation was performed, the centerline of the vessel was computed using Voronoi diagrams.

After completing these steps, a plane was placed proximal to the aortic valve. The resolution of the MRI

prevented an accurate positioning of the plane, although we ensured that the plane was positioned as close

as possible to the sinotubular junction. A planar view of the through plane velocity was available on the
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(a) Automatic segmentation (b) Manual segmentation

Figure 5.6: Segmentation obtained after the automatic procedure (a) and after the manual correction (b).

software and used to aid during the positioning (Figure 5.7). The velocity field across the given plane was

then exported in order to provide the input data for the boundary condition design process. The velocity

(a) Velocity field and plane position (b) Velocity magnitude on the plane

Figure 5.7: Velocity extraction procedure: Position of the plane used for velocity extraction (a) and
velocity magnitude on the plane (b).

field exported from QIR 4D was composed of a set of files containing pixel positions and the velocity

vector field. A set of scripts were developed in Matlab and Python to import the measurements, perform
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a spatial and temporal interpolation onto the CFD mesh and generate the files required to define the

velocity field as an LSDYNA boundary condition. The first phase simply consisted on importing the data

into Matlab. The MRI velocity field VMRI was defined on nP � nP pixels, where nP � 49, and nTMRI �25

time frames. Firstly, a filtering stage was performed in order to eliminate noise, smooth the velocity

field and eliminate voxels with unphysically high velocity values. For this purpose, the velocity field

was resampled onto a finer grid with three-times higher resolution using a modified Akima interpolation,

which is a cubic interpolation producing piecewise polynomials with continuous first-order derivatives

and which results in reduced local undulations when compared to spline interpolation. This step was

performed in order to prevent the filter from over-flattening the velocity field, since applying the filter on

the original low-resolution velocity field results in a reduction of the velocity values around the aortic jet

region. Once the velocity field was resampled, a Gaussian 2-D filter was applied to smooth each of the

three velocity components. A smoothing kernel with standard deviation 2.5 was used. The comparison

between the resampled (VR) and the filtered (VF) velocity magnitude is depicted in Figure 5.8. The effect

of the Gaussian filter, or in other words, the difference between these velocity fields ∆V � VR � VF, is

depicted in Figure 5.9.

After performing the filtering, the velocity field was copied and concatenated in order to have a

repeating flow field during 3 cardiac cycles. Subsequently, we performed an interpolation based on

splines to produce a smooth signal with 104 points per cardiac cycle, ensuring in this way that the

local acceleration terms on each inlet face are C1 continuous. An example of the resultant x, y and

z velocity components on a sample pixel is provided in Figure 5.10. The following step consisted on

interpolating the MRI flow data onto the fluid mesh faces. To this aim, we first constructed a 3D scattered

interpolant, which makes use of Delaunay triangulation of scattered sample points in order to construct

the interpolation function [168]. To perform such an operation, the velocity field was replicated onto two

parallel planes (P� and P�) separated by 6 mm on both sides of the initial plane, in order to construct a

three dimensional scattered sample. This procedure was necessary in order to compensate for the fact

that the MRI plane and inlet face where not perfectly aligned. By creating this 3D interpolant, the data

of the MRI plane can be interpolated comfortably onto a non-parallel plane which is contained within the

bounds of [P�, P�], as shown in Figure 5.11. The initial MRI velocity field and the mesh-interpolated

LSDYNA velocity field are shown in Figure 5.12. Once the velocity field on the mesh faces was obtained,

they were exported to a .csv file. A Python script was then used to construct the LSDYNA input files by

defining the x, y and z velocity profiles at each inlet face. The flow profile is depicted in in Figure 5.13

5.4.3 Outlets

The configuration chosen for the outlet boundary conditions will have a significant impact on the model’s

response. In this study, due to the reasons explained in Section 5.4.1, each outlet will be coupled to a
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Figure 5.8: Velocity field extracted directly from MRI and resampled on a finer grid (a) and velocity field
after performing filtering operation (b).

three-element windkessel model consisting of a proximal and distal resistance, Rp and Rd respectively, and

a distal capacitance (Cd). The procedure used to calibrate the windkessel components is similar to the

one detailed in Chapter 4, although some modifications have been made in order to incorporate further

personalization thanks to the availability of mass flow data and pressure reading. The procedure used

to calibrate the windkessel components is performed as follows. Firstly, the total equivalent peripheral

resistance (RT ) is computed according to:

RT �
Pmean

Qmean
, (5.1)
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Figure 5.10: X, Y and Z velocity components on a sample pixel.

the mean pressure is defined as

Pmean � PDias �
PSys � PDias

3 . (5.2)

At each outlet i, the individual resistance (Ri) is defined as the sum of Rpi and Rdi , being RT �

p
°

i 1{Riq
�1. The individual resistances are computed according to the distribution of flow using the

following relationship:

Ri � RT {fi , (5.3)

where fi represents the flow fraction and is defined as fi �
9mi

9mAs
, being 9mi and 9mAs the mass flow flowing

through the outlet and the ascending aorta, respectively. After obtaining the individual resistances, the

proximal and distal resistances were computed as Rp � cpRT and Rd � cdRT , being cp and cd equal to

0.056 and 0.944, respectively, as described in [169]. The calibration of the components was performed
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Figure 5.11: Position of the scattered interpolant points (grey) and inlet nodes (black).

considering a distribution flow proportional to the outlet areas (Ai). For this analysis, since MRI 4D

data is available, the mass flow of the ascending and descending aorta, 9mAs and 9mDA respectively, where

measured and used to compute the descending aorta flow fraction as:

fDA �
9mDA

9mAs
. (5.4)

The remaining flow fraction was then distributed on each supra-aortic vessel j, according to outlet area.

fj � p1 � fDAq
Aj

ATsa

, (5.5)

being ATsa the total area of the supra-aortic vessels.

The total compliance (CT ) can be expressed as the change of total volume (V ptq) contained in the

systemic arteries with respect to pressure as CT � dV
dP . As detailed in [170], this relationship can be

approximated as

CT �
Qmax � Qmin

PSys � PDias
∆t , (5.6)

where Qmax and Qmin represent the maximum and minimum flow rates measured at the aortic valve

using the MRI 4D flow data and ∆t the time-difference between the occurrence of Qmax and Qmin. It

is necessary to consider the, when modelling an aorta using FSI, the 3D model has a compliance that

needs to be accounted for. Thus, when calibrating the windkessel parameters under an FSI model CT is
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(a) (b)

Figure 5.12: Velocity field extracted directly from MRI (a) and after performing the interpolation onto
the CFD mesh (b).

corrected as:

C�
T � CT � C3D

As , (5.7)

where C3D
As is the estimated compliance of the ascending aorta which is subtracted from the total compliance.

For any 3D section, the estimated compliance is computed as:

C3D �
3πr3L

2EincT
, (5.8)

where r is the hydraulic radius, L the length of the segment, Einc the incremental young modulus at

physiological pressure and T the wall thickness. Once the correction is made, we can compute the

compliance associated to each vessel. As described by Stergiopulos et al. [171], the compliance of the

outlets branches can also by distributed according to mass flow fraction. By accounting for the correction

proposed by Xiao et al. [172], the compliance of the outlet branches (Ci) is computed as

Ci � fi C�
T

Ri

Rdi

� C�
T

RT

Rdi

. (5.9)

On the supra-aortic vessels, since the length of the outlet is minimal and the compliance of the segment

small, no correction will be made to account for the proximal compliance. However, we should consider

that the 3D segment of the descending aorta provides a significant compliance that should be accounted
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Figure 5.13: Flow rate through the aortic valve for patient considered in the study.

for, therefore the distal compliance of the DA is corrected, as was done for CT , as:

C�
DA � CDA � C3D

DA. (5.10)

For the patient considered in this study, the clinical measurements required for the windkessel calibration

are summarized in Table 5.2. Note that PSys and PDias have been set to 60 and 0 mmHg respectively,

since the FSI computation is initiated after the inflation from zero-pressure to 80 mmHg in order to avoid

modelling inflation stage in the FSI simulation. The measurements required to compute C3D are given in

Table 5.3. The radius of the ascending section was computed as the averaged radius from the valve to the

BT ostium, the thickness as the mean value of the four quadrants, and Einc was taken from [173], where

Einc in given for the circumferential direction at the physiological pressure range 80-120 mmHg. The

values of elasticity and thickness of the DA are obtained after the material definition procedure described

in Section 5.5.2. The resultant windkessel parameters obtained after the calibration procedure are detailed

in Table 5.4.

100



5.4. PERSONALIZED BCS CHAPTER 5. PATIENT-SPECIFIC FSI MODELS

Measure Value Unit

Qmax 456.2 ml/s

Qmin 15.3 ml/s

Qmean 6.89 l/min

QDA 3.48 l/min

PSys 60 mmHg

PDias 0.0 mmHg

∆t 0.1 s

ABT 185.2 mm2

ALCC 20.4 mm2

ALS 67.3 mm2

Table 5.2: Measurements used in the windkessel calibration.

Measure AsAo DA Unit

r 21.1 10.5 mm

L 140 167 mm

Einc 2.61 0.598 MPa

T 2.72 1.06 mm

Table 5.3: Measurements of the ascending and descending aorta used for the computation of C3D.

Component Value

RpBT
3.858�106

RdBT
6.504�107

CBT 1.587�10�9

RpLCC
3.569�107

RdLCC
6.016�108

CLCC 1.715�10�10

RpLS
1.065�107

RdLS
1.796�108

CLS 5.746�10�10

RpDA
2.575�106

RdDA
4.340�107

C�
DA 9.407�10�10

Table 5.4: Windkessel components obtained after a patient specific calibration. Rd and Rp given in
Pa�s/m3 and C in m2/Pa.
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5.5 Personalized aortic wall model

Modelling of patient specific human aortas considering both the hemodynamic and aortic wall requires an

accurate tuning of the both the fluid and structural models. For the later, it is of vital importance to

characterize the geometry, thickness and elastic properties of the wall with sufficient detail in order to

capture the local peak stress regions and identify potential regions suffering from damage and degradation.

5.5.1 Geometry

Considerations regarding the geometric set up has been detailed in Section 5.3, as they are common to

both the fluid and structural models. When it comes to the structural geometry, care should be taken in

order to prevent abrupt curvatures inherited from the segmentation procedure. Rapid curvature changes

result in concentrations of stress which may not correspond to the physiological ones, as cardiovascular

vessels are smooth and their shape transitions in a gentle manner. Artificial sharp geometric changes

may therefore cause overestimations of stress in some regions, masking the true high stress regions and

misleading the assessment of stress. The intima layer is responsible for this smoothness on healthy subjects,

however, it is true that atherosclerotic plaques deposition and local damage may influence the aorta’s

inner roughness. Unfortunately, the resolution of the imaging acquisition is insufficient to accurately these

details unless they reach a significant size.

5.5.2 Material properties

The aorta wall structural model can be defined using a wide range of models and considering numerous

assumptions and simplifications. The degree of accuracy and fidelity will strongly depend on the modelling

choices, although care must be taken as the personalized calibration of the model parameters is crucial to

ensure a truthful result. Elevating the degree of complexity of the model may unfortunately not be possible

beyond a certain limit due to the lack of clinical and experimental data necessary to accurately calibrate

the model. The modelling choices require a thorough and critical assessment in order to understand

and have awareness of their influence on the model results. It has been shown, for example, how the

assumption of uniform wall thickness may lead to an unrealistic distribution of stress on the wall [22, 163].

To calibrate the structural models used in this study, experimental measurements on ascending aortas

where performed by the University Hospital of Dijon. The results of thickness and elastic response where

used to define a non-uniform aorta wall model.

5.5.2.1 Thickness

The experimental measures of the ascending aorta were performed on four quadrants: the posterior,

lateral, medial and anterior walls. The descending aorta was modelled using constant thickness derived
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from the measurements from a healthy aorta retrieved after autopsy. Patient-specific descending aorta

measurements where not available since only the ascending section was replaced during surgery. The aortic

arch was defined as a continuation of the ascending aorta, following the four segments of the ascending

aorta. Supra-aortic vessel thickness (Tv) was defined as 10% of the vessel radius (rv), as described in

[174]. However, this approach may lead to vessel thickness of extremely low values, since rv is occasionally

low (  2.5 mm), especially in the left common carotid artery. In order prevent extreme changes in wall

thickness, the vessel thickness was therefore limited as Tv � maxprv{10 , 0.75 mmq.

In order to benefit of the richness of data available and generate a high-fidelity aorta wall model, a

procedure to define the wall thickness on a node-by-node basis was developed in Python. The procedure

is based on defining the material thickness on certain predefined set of nodes, called hereafter seed nodes

(ns), and posteriorly interpolate the thickness onto the remaining wall nodes (nn) by considering the

node-to-seed distance (Ds
n). The interpolation procedure varied depending on the position of the node. In

the ascending aorta, only the two most proximal seed nodes were considered for the interpolation, where

as, in the aortic arch, the distance to the four most proximal points was considered, since the influence

of the supra-aortic vessels augmented the complexity of the interpolation procedure and additional seed

nodes where required in order to ensure a smooth thickness transition. The detailed steps of the procedure

are the following:

1. Seed definition: Once the structural mesh is generated, it is loaded into a visualizer that enables

to identify specific nodes, which will construct the set of seed nodes. Since the method relies on

interpolation based on distance, a sufficient number of nodes on each quadrant of the ascending aorta

need to be defined in order to ensure that longitudinal uniformity is achieved. The interpolation in

the ascending section is intended to account only for circumferential variations. To this aim, we

defined seven seed points for each of the four quadrants of the ascending aorta. In this way the seed

points are sufficiently close along the longitudinal direction and thus longitudinal variations are

minimized. It may be possible to define a higher number of seed points on each quadrant, although,

since the the manual and computational effort required increases proportionally to the number of

seed points and the improvement obtained by augmenting the number of seeds is negligible, we

limited the set to seven seed nodes per quadrant. On the aortic arch, three sets of nodes per regions

(considering same nomenclature as for the ascending aorta), where positioned. The first of the three

set of nodes was positioned before the brachiocephalic trunk, the second between the brachiocephalic

trunk and left common carotid and the last between the left common carotid and the left subclavian

artery. The material properties of the three aortic arch sets were defined as a weighted average of

the ascending and descending aorta properties. The material ratio for sets 1, 2 and 3 was defined as

75%-25%, 50%-50% and 25%-75% for the ascending and descending aorta, respectively. On each

supra-aortic vessel, two nodes where considered. Finally, 7 nodes on the edge which separates the
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aortic arch and descending aorta were identified. The distribution of seed nodes is depicted on

Figure 5.14.

Figure 5.14: Distribution of seed points along the aortic wall.

2. Node to seed distance: having the seed nodes and structural mesh defined, their identifiers and

coordinates are imported onto the structural model generator algorithm. The objective is to compute

the distance of each node to the seed set (Dn,s) by computing the path distance from one node to

another though the mesh structure through an iterative procedure. Considering a seed node ns,

on the first iteration j � 1 we obtain its connectivity by identifying the nodes n1
w which share an

element with ns. The following step is to compute the distance between the former and later. Once

the first iteration is completed, we have a set of nodes n1
w and the corresponding distance D1

n,s to

the seed node ns. During the second iteration, the connectivity n2�
w of each node of the set n1

w is

extracted. By excluding the nodes contained in n1
w, we obtain the set n2

w. Now, for each node on

the set n2
w, we compute the minimum distance (D1,2

n ) to the set n1
w. Finally, we obtain the distance

between the second set and the seed node as D2
n � D1

n � D1,2
n . The iterations proceed until the

distance on all mesh nodes is obtained. Thus, for a generic iteration j, we perform the following

operation:

nj
w � nj�

w znj�1
w , (5.11)

Dj
n,s � Dj�1,j

n � Dj�1
n,s . (5.12)
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(a) Lateral seed (b) LCC seed

Figure 5.15: Distance across the mesh nodes to different seeds

By repeating the process for all seed nodes, we obtain the distance of every node to every seed. An

example of the seed distance is depicted on Figure 5.15 for a node on the ascending aorta and in the

left common carotid artery.

3. Node thickness: Considering if a given node nw falls in the ascending aorta or the aortic arch, a

different procedure will be employed to interpolate the seed thickness onto the given node. For nodes

belonging to the ascending aorta, the procedure to establish which seed nodes will be considered is

straight forward: we identify the two quadrants which have a minimum distance to the given node,

namely ns1 and ns2. By simple interpolation, the thickness Tn on node nw is defined as:

Tn � Ts1
Dn,s1

Dn,s1 � Dn,s2
� Ts2

Dn,s2

Dn,s1 � Dn,s2
. (5.13)

When the node belongs to the aortic arch, the procedure is modified since a greater number of seed

nodes needs to be considered. In a first step, the distance to the set of nodes NAs, NArchj and

NDA are computed to identify the longitudinal position of the node along the main aorta vessel.

Considering the distance to the two closest sets, we compute an an initial thickness T�n in a similar

manner as for the ascending aorta using Equation 5.13. The minimum distance to the closest aortic

arch seed point (DMin
n,s ) is registered. After, the distance Dn,v to the closest supra-aortic vessel is

obtained. In order to limit the influence of the supra-aortic nodes, the contribution of these nodes is

limited to a distance (DLim) equal to 4 cm. Then a modifier is introduced to compute the modified

distance (Dmod
n,v ) in order to obtain a smooth and asymptotic influence of the supra-aortic vessels as:

D�
n,v � min tDn,v, DLimu , (5.14)
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Dmod
n,v � D�

n,v

DLim

DLim � D�
n,v

. (5.15)

The modified distance thus behaves as depicted in Figure 5.16. Finally, the thickness of the aortic

arch nodes is computed as:

Tn � T�n
DMin

n,s

DMin
n,s � Dmod

n,v

� Tv

Dmod
n,v

DMin
n,s � Dmod

n,v

. (5.16)
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Figure 5.16: Modified distance against measured supra-aortic node distance.

4. Final smoothing: Due to the procedure used to compute the thickness interpolation, some disconti-

nuities can appear on the borders where the set of seed nodes used for the interpolation changes. In

order to ensure a smooth transition of thickness through out the structural domain, we perform

and iterative procedure to reduce the thickness change across shells. To do so, we defined the

maximum allowed thickness difference on on a shell ∆Tmax as 1% of the maximum wall thickness.

The smoothing algorithm then evaluated the thickness change on each shell of the structural mesh

as the maximum thickness difference between the 3 nodes belonging to each shell, ∆Ts. If the shell

thickness difference surpassed ∆Tmax, the node thickness of the three nodes was reset to the mean

shell thickness as:

T̃n �
1
3

3̧

i�1
Ti. (5.17)

The procedure was performed until no shell had ∆Ts ¡ ∆Tmax and was limited to 20 iterations.

The result of the procedure is illustrated in Figure 5.17, where the evolution of ∆Ts is depicted,

and in Figure 5.18, where the evolution of Tn is shown. We can observe that the thickness jump

has been strongly reduced and that the thickness distribution exhibits a smooth character, as the
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abrupt changes that can be observed in Figure 5.18a are no longer appreciable in Figure 5.18d.

(a) Initial (b) Iteration 1 (c) Iteration 2 (d) Iteration 3

Figure 5.17: Maximum thickness difference across shells.

(a) Initial (b) Iteration 1 (c) Iteration 2 (d) Iteration 3

Figure 5.18: Nodal thickness on the structural mesh.

5.5.2.2 Material model: Element choice and hyperelasticy model

In this work, in order to accurately model the wall stress, an hyperelastic material model was used. This

enables to accurately capture the strain-stress evolution throughout the inflation stage and obtain a

realistic response during the cardiac cycles. The aortic wall is composed of three main layers, namely:

intima, media and adventitia. Each of the layers has unique mechanical properties and thickness. It is

well known that these layers exhibit an anisotropic behaviour due to the internal fibre orientation, as

it can be observed on the biaxial testing results shown in Figure 5.19. Despite the complexity of the

structure which composes the aortic wall, in this work we will assume an isotropic model defined on shell

elements. Thus, the hyperelastic model will be defined considering only the circumferential strain-stress

curve and the three-layer wall will be reduced to a simple triangular shell element without distinction

between layers. The reason for the later is the lack of separate experimental data of the different layers.

It is possible to model the aortic wall using 3D elements (prisms or cubes) which could provide a better

representation of the true wall. However, the extrusion of the CAD geometry along the normal direction
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poses some difficulties and an increment in modeling complexity, specially on high-curvature regions, such

as near the ostiums of supra-aortic vessels, where the curvature radius and separation between branches

maybe inferior to the wall thickness, making the extrusion process non-trivial. Thus, the marginal benefit

of considering 3D elements does justify their use due to the augmented modelling complexity and added

geometric uncertainty.

The hyperelastic response of the ascending aorta was modelled using a third order Yeoh material

model [175], which has been used to model aortic aneurysm previously [176, 177]. This model is based on

Ronald Rivlin’s model for incompressible, nonlinear elastic materials which are described using a strain

energy density function. To model the strain-strain relationship, a reduced polynomial form of strain-

energy potential W is used by considering the first deviatoric strain invariant I1 from the Cauchy-Green

deformation tensor. The form of the strain energy function is defined as:

W �
3̧

i�1
Ci0pĪ1 � 3qi. (5.18)

The model coefficients for each quadrant where obtained after performing a curve fitting via minimization

of normalized error of the circumferential strain-stress curves. For this procedure, Ansys Workbench 23.1

(Ansys Inc, Canonsburg, PA, USA) was used. The experimental and modelled strain-stress curves of the

four ascending aorta quadrants are depicted on Figure 5.19. We can observe that a third-order Yeoh

model is capable of capturing the hyperelastic behaviour of the aortic tissue. Minimal discrepancy is

observed between the experimental data and the modelled response. It is worth pointing that the anterior

and medial walls possess the highest and lowest stiffness respectively. For the case of the supra-aortic

vessels and descending aorta elasticity, we assumed a linear strain-stress relationship, i.e: elastic behaviour.

This choice was made due to the absence of both experimental data and normalized literature data. It

is true that hyperelastic model coefficients are available in literature, however, these coefficients do not

correspond to those of the patient herein modelled and cannot be scaled or tuned to our needs. In sight

of this limitation for defining the hyperelastic response of the outlet vessels, a personalization of the

elastic response based on estimated pulse-wave velocity (PWV) was performed using the empirical formula

derived by Reymond et al. [178] and which establishes the relationship between vessel radius (rv) and

PWV as:

PWV �
α

p2�103 rvqβ
, (5.19)

where α � 13.3 and β � 0.3. Once the PWV has been estimated, we can compute the incremental elastic

modulus (Einc) of the arterial wall as:

Einc �
2rvρ

Tv
PWV2 , (5.20)
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Figure 5.19: Biaxial strain-stress model versus experimental data on the four ascending aorta quadrants.

being ρ the blood density. This equation was proposed by Adriaan I. Moens [179] and Diederik Korteweg

[180] independently in 1878 and derives from Newton’s second law of motion assuming isotropic behaviour

and isovolumetric change with pulse pressure. Once Einc was obtained, we performed the curve fitting for

a second-order Yeoh model on the uniaxial stress-strain line defined by a constant elastic modulus. This

enabled to model the elastic behaviour of the vessels using an hyperelastic material model. The results of

the curve-fitting for outlet vessels is shown in Figure 5.20. We can observe that a quasi linear response is

obtained up to a strain of 0.4, with minimal deviation in the strain interval 0-0.4. This demonstrates

the capability of this procedure to approximate the elastic response with sufficient accuracy. Once the

hyperelastic coefficients where computed, an algorithm was required to interpolate the material definition

throughout the structural model. The workflow is identical to the one used to define Tn, adjusted to

manage hyperelastic coefficients instead of thickness:

1. Seed definition: Identical step as for thickness definition, as same seed nodes where used.

2. Node to seed distance: Identical methodology as for thickness definition.

109



5.5. AORTIC WALL MODEL CHAPTER 5. PATIENT-SPECIFIC FSI MODELS

0 0.1 0.2 0.3 0.4 0.5
0

0.1

0.2

0.3

0.4

Data
Yeoh

Figure 5.20: Second-order Yeoh model uniaxial strain-stress response versus elastic response for the
brachicephalic trunk with Einc � 0.725 MPa.

3. Nodal hyperelastic coefficients: Although this step follows the same principle as the thickness

definition, some minor adjustments where required. Each shell is defined using a third-order Yeoh

model. Thus, for any node along the ascending aorta, the coefficient Cϕ,n, where ϕ = {10, 20, 30},

was computed as:

Cϕ,n � Cϕ,s1
Dn,s1

Dn,s1 � Dn,s2
� Cϕ,s2

Dn,s2

Dn,s1 � Dn,s2
. (5.21)

For the case of the aortic arch, we define, as explained in the thickness definition section, an

initial coefficient C�
ϕ,n using Equation 5.21. In the case of the outlet vessels seed nodes, where a

second-order model was used, Cϕ,v where defined and C30 was to zero. The final value of the Cϕ,n

was then obtained as:

Cϕ,n � C�
ϕ,n

DMin
n,s

DMin
n,s � Dmod

n,v

� Cϕ,v

Dmod
n,v

DMin
n,s � Dmod

n,v

. (5.22)

It is worth justifying that the interpolation of hyperelastic coefficients works as expected and that

the final structural model recreates this smooth elastic transition. Considering an elastic material M1

and an hyperelastic material M2, who’s coefficients have been derived using curve-fitting as detailed

above, we create three sample materials M25%, M50%, M75%, where the subscript indicates the

proportion of M1 on the material, being the rest constituted by M2. In Figure 5.21 we can observe

how the sample materials recreate the expected response and thus demonstrate that interpolating

hyperelastic coefficients provides an appropriate method to produce smoothly-changing material
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definition.
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Figure 5.21: Hyperelastic response for an interpolated elements and the two seed points considered.

4. Smoothing: During the procedure performed for thickness smoothing, when a shell was identified as

having an abrupt thickness change, its hyperelastic coefficients where also adjusted considering the

mean values of the three nodes defining the shell as:

C̃ϕ,ns
�

1
3

3̧

i�1
Cϕ,i (5.23)

Having performed a node-by-node definition of both the thickness and the hyperelastic coefficients, we

are now capable of representing the patient-specific aorta with a cutting-edge methodology capable of

capturing the local variations the properties of the arterial wall in a flexible and automatized manner.

The method allows to define additional seed nodes if further data is available to personalize the model,

such as measurements along the descending aorta, to better describe the true nature of the aorta. For

the current analysis, the aforementioned number of seed nodes provides sufficient detail for the study of

ascending aortic aneurysm.
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Figure 5.22: Boundary condition imposed on the structural model.

5.5.3 Boundary conditions

The ascending aorta is attached to the heart and the distal arteries and surrounded by anatomic structures

such as the heart, lungs, spine and soft tissues. This environment influences and limits the displacements

due to the cardiac motion and the pressure variations. In order to represent the effect of the surrounding

tissues, boundary conditions need to be appropriately defined. Within this subsection, we describe the

supports used to model this interactions along the aorta wall and the conditions imposed on the outlet

and inlet edges. A overview of the boundary conditions setup is depicted in Figure 5.22. An important

phenomena influencing the ascending aorta deformation is the motion transmitted from the heart, which

causes the aortic annulus to displace in a cyclic pattern during each heartbeat. The effect of the heart

induced motion has been previously studied, [29, 38] and it has shown to have a significant impact on

the stress distribution. However this may be, in this work we will suppress the heart induced motion in

order to simplify the structural setup and due to the lack of high-quality imaging with sufficient spatial

and temporal resolution. Therefore, the nodes on the aortic annulus (ΩInlet) where given a fixed support.

On the outlet vessels, namely supra-aortic vessels (ΩBT, ΩLCC and ΩLS) and descending aorta (ΩDA), in

order to represent that the vessel continues downstream, nodes where allowed to displace in the radial

direction only. This provided a limited support to the structure, preventing large displacements during
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the zero-pressure computation while representing accurately the behaviour of the downstream vessels. In

order to define this boundary condition, the nodes on along the edge defining the outlets and the shells

containing these nodes were identified. Once this was registered, we computed the node normal (Nn)

computing the mean vector from the normals of the s shells sharing the node:

Nn �
1
s

ş

j�1
Nj . (5.24)

The vector Nn was used to define the axes in LS-DYNA along which the nodes where allowed to move,

providing the radial boundary condition.

In order to mimic the effect of surrounding tissues, an visco-elastic support was added to every node of

the structure (ΓW). This support is constituted by three springs, one for each direction of the coordinate

system: x, y, z. Some works regarding the tuning of this parameters are available in literature [159–161].

A more recent study [38] focused on the calibration of boundary conditions of the ascending aorta for an

accurate modelling of the heart-induced motion, accounting for the effect of the transient patient-specific

hemodynamic pressure and for the extra support provided by the spine. From cine-MRI acquisitions, the

valve motion was tracked and the motion imposed on the structural model. An optimization algorithm

was then used to adjust the spring constants in order to minimize the displacement differences on the

aorta wall between the cine-MRI images and the model. The results from this work will, therefore, be

used to calibrate our structural supports, since it is based on a novel and accurate methodology for spring

calibration. To model the visco-elastic support, a Robin boundary condition was imposed on the structure

as:

σT issue � �Kx � η 9x, (5.25)

being σT issue the pressure exerted on along the structure’s surface, K and η the elastic and viscous

coefficients defining the external tissue support, x and 9x the surface displacement and velocity vectors.

The viscoelastic coefficient vectors where decomposed on along the three anatomical directions: x-coronal,

y-transverse and z-sagital. To translate this support definition to the model, each node n P ΓW was

connected to three springs and three dampers for each anatomical direction j. For each spring, the stiffness

was tuned as:

Knj
� pKSoft � WdWjKSpineqAn enj

, (5.26)

being KSoft the component representing the soft tissues surrounding the aorta, which was identical in the

three spatial directions. Wj represents the optimized coefficient along each direction of space, KSpine a

constant coefficient representing the stiffness due to the spine proximity, and Wd the scaling factor which

considers the aorta-to-spine distance. Wd will be assumed constant and its value is derived from the

averaged spine-to-aorta distance computed on a node-by-node basis in [38]. Ai represents the area of the
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node, obtained as

An �
1
3

ş

r�1
Ar, (5.27)

being Ar the area of the s shells connected to the node n. The supports are assumed to be oriented and

acting normally to the surface, thus, to correctly calibrate the spring constant along each direction, we

make use of the surface unitary normal vector n̂ � tex, ey, ezu to adjust Equation 5.26. The coefficient

values used in this work are provided in Table 5.5. The viscous support was modelled equally along the

Coefficient Value

KSoft 1.5 � 104 Pa/m

KSpine 106 Pa/m

Wd 0.53

Wx 0.60

Wy 0.02

Wz 0.04

Table 5.5: Coefficients used to calibrate the spring supports.

three-spatial directions as:

ηnj
� ηc An enj

, (5.28)

where the constant term ηc is equal to 103 Pa�s/m, taken from [159] where and optimization of the viscous

coefficient was performed.

The herein described set-up enables to model the environment within which the aorta is embedded,

providing a faithful description of the interactions between the aorta wall and the surrounding tissues.

It is true that further complexity can be added to model the surrounding environment, for example by

accounting for the proximity of pulmonary arteries, lungs and, as mentioned earlier, spine. However, this is

beyond the scope of this research and, as much as the accuracy of the model may be increased, so does the

modelling uncertainty due to the modelling assumptions one should perform to account for surrounding

tissues, such as material properties, geometry and contact formulation. The current procedure is thus

considered to be sufficiently detailed for the current scope of this work.

5.5.4 Numerical setup

An implicit algorithm was used to resolve the structural model. Shell element formulation was a fully

integrated shell element where, in order to mitigate locking and enhance the in-plane bending behaviour,

assumed strain interpolants are used [181, 182]. Three through shell thickness integration points are used

on each shell. A non-linear BFGS quasi-Newton solver was employed, which is robust and requires fewer

iteration than the modified Newton method.
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5.5.5 Zero pressure geometry

The 3D segmentations obtained from angiographies provide an accurate representation of the aorta under

in-vivo physiological conditions. This implies that the vessel is subject to an internal pressure and thus it

is in a deformed configuration with an initial stress condition [183]. If the geometry obtained was used

directly on the model, the initial stress-strain conditions would be omitted and the final stress provided by

the simulation would not coincide with the true state. Additionally, since the material is hyperelastic, the

deformations would be overestimated since the material is less rigid on the low strain region (see Figure

5.19). In sight of these problematic, it is mandatory to compute an approximation of the zero-stress

state in order to recreate the true behaviour of the arterial wall. By computing the zero-stress state we

can obtain the initial undeformed geometry and inflate it up to diastolic pressure in order to obtain the

diastolic stress state and an accurate rigidity on each element. Alternatively, it is possible to consider the

model as linear elastic by approximating the young modulus by the incremental stress-strain behaviour

between the diastolic and systolic pressures. This procedure, although it will rely on a linearization of the

hyperelastic behaviour, would result in reasonable deformations. However, it would omit the stress due to

the inflation process, between zero and diastolic pressure, and only the partial stress due to pulse pressure

would be modelled, therefore it could not be used to identify potential rupture locations.

The zero-stress geometry requires solving an inverse problem, where the loads and final deformation

are known and the initial geometry is to be computed. The zero-stress state will be approximated by the

zero-pressure state. It must be noted that the zero-pressure state may not account for residual internal

stresses and does not guarantee that the true stress-free state is obtained [184, 185], however it provides a

sufficiently accurate result for the needs of this study. The zero-pressure state will be computed using the

Augmented Sellier’s Inverse Method [186], an iterative method based on correcting the initial geometry by

displacing the nodes in the opposite direction of the deformations obtained after applying the loads until

the deformed configuration matches the reference geometry. More precisely, we define the loads as the

measured in-vivo tractions, in this case a uniform pressure field equal to the diastolic aortic pressure. This

load is then applied to the initial configuration Φ0 with coordinates X0, which is identical to the in-vivo

measured configuration Φ� with coordinates X�, in order to obtain the initial deformed configuration ΦD
0

with coordinates x0. Then, the geometry is updated in order to obtain Φ1 by applying a displacement

field R0 on the nodes, which is defined as the difference between the updated deformed geometry and the

target geometry. Thus, for a generic iteration k, Rk � xk �X� and Xk�1 � Xk � αRk. The addition

of α enables to control the geometric update for acceleration or stabilization purposes. The case α=1 is

equal to the standard Sellier’s Method. In this case, α was updated according to:

αk�1 � �αk
Rk�1 � rRk �Rk�1s

rRk �Rk�1s � rRk �Rk�1s
. (5.29)
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The iterative procedure is executed until one of the convergence criteria is met, which are as follows:

(1) the max error (emax) between the deformed configuration Φk and the reference falls below a certain

threshold ϵ =0.1 mm or (2) the mean error (ē) begin to increase. In the original algorithm [186], only the

first convergence criteria was included, however, by adding the second criteria we prevent the algorithm

from proceeding in case of an increase of average error. Once the procedure was completed, we defined

the zero-pressure configuration as XZP � Xk. In order to apply this method to our workflow, a Python

script was used to automatically launch the numerical computations, import the deformed configuration,

compute the vector Rk and update the geometry for the following iteration until the convergence criteria

were met. The algorithm is summarized as follows:

Algorithm: Augmented Sellier’s Inverse Method [186]

1: initialize X0 Ð X�

2: initialize R0 Ð x0 �X�

3: k=0

4: while emax ¡ ϵ or ēk   ēk�1 :

5: k Ð k � 1

6: solve forward problem, xk � ϕpXkq

7: compute error, Rk � xk �X�

8: if k ¡ 1 :

9: update alpha, αk�1 � �αk
Rk�1 � rRk �Rk�1s

rRk �Rk�1s � rRk �Rk�1s

10: end if

11: update configuration, Xk�1 � Xk � αRk

12: end while

13: XZP � Xk

The algorithm was applied to the configurations derived from medical images. In this way, we obtained

the zero-pressure geometry, as shown in Figure 5.23, where we can observe the effect of the deflation. The

algorithm stopped due to an increase in ē, thus the error threshold was not achieved. The evolution of

ē and emax is plotted in Figure 5.24. The final emax= 1.54 mm and ē = 0.31 mm. The error contours

along the aorta are depicted in Figure 5.25. We can observe a localized spot of high error in the superior

part of the ascending aorta where the maximum error is located. This region, as observed in Figure 5.23,

coincides with the location of a dimple on the deflated geometry. Due to these dimples and corrugations,

when correcting the geometry using the present algorithm, we obtain an augmented dimple, which results

in an increased bulge in the deformed configuration, as there is an inversion on the surface curvature

during the inflation. An schematic of this phenomena is depicted in Figure 5.26, where we can observe

how the error has increased as Rk�1 ¡ Rk, demonstrating a limitation of the algorithm.
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Figure 5.23: Reference configuration X� (left) and zero-pressure configuration XZP (right).
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Figure 5.24: Mean and maximum errors obtained through the iterations of the algorithm.
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Figure 5.25: Error R6 between the final deformed configuration Φ6 and the reference configuration Φ�.

Figure 5.26: Problematic with the Augmented Sellier’s Inverse Method when the update in the configuration
augments the error.
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5.5.6 Results - Idealized vs Personalized

The effect of modelling the aorta using an heterogeneous material model has a great impact on the final

stress state. In order to provide an approximate quantification of the difference between an heterogeneous

and homogeneous model, a zero-pressure geometry for the later was also computed. In this case the

material thickness was chosen to be uniform in all the model, equal to the mean thickness of the four

ascending aorta quadrants, TC = 2.72 mm. The material was assumed hyperelastic, again with the mean

Yeoh material coefficients of the four quadrants computed for heterogeneous case: C10 � 1.637 � 104,

C20 � 6.64 � 104 and C30 � 4.431 � 104. Once both zero-pressure configurations where obtained, a

computation was launched to inflate them up to the diastolic pressure and derive the von Mises equivalent

stress for the homogeneous (σC
VM) and heterogeneous (σ+

VM) cases, as depicted in Figure 5.27. In order to

better visualize the results, the stress difference ∆σVM � σC
VM � σ�VM is depicted in Figure 5.28. It can

be clearly observed how the homogeneous model overestimates the stress on the ascending section and,

oppositely, underestimates it on the arch and descending aorta. Since ascending aorta properties were

used to define the homogeneous model, it is not surprising that the stresses on the arch and descending

sections are lower, since in the heterogeneous case the thickness is significantly lower. On the other hand,

it is interesting to note the big differences in the ascending section alone. By considering a homogeneous

material defined by the averaged properties of the ascending aorta, the resultant stress is significantly

higher. In the ascending section, the stress σVM was, on average, 7.52 kPa (20 %) higher. The maximum

difference was 25.12 KPa, located on the interior curvature of the aorta. The result of this analysis

highlights the importance of accounting for an accurate definition of the aorta wall properties, as significant

stress differences appear when considering an homogeneous model.
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Figure 5.27: Von Mises stress for the case of a homogeneous (a) and heterogeneous (b) material model.
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Figure 5.28: Von Mises stress difference (∆σVM) between homogeneous and heterogeneous material
model.
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5.6 FSI solver and numerical setup

After constructing the fluid and structural models, a solver capable of performing FSI is required to model

the multi-physics simulation. For this purpose LSDYNA R14.1 (ANSYS Inc., Canonsburg, PA, USA) was

used, which allows to model both the fluid and structural problem using the FEM. The computational

strategy used in the structural solver was described in Section 5.5.4.

The fluid problem is solved using the Fractional Step method (FSM) for incompressible flows [187] and

a second-order time scheme. In the FSM, the velocity and pressure equations are decoupled and thus four

equations need to be solved: three for the momentum equation and one to guarantee the incompressibility

constraint. The FSM consists of three main steps: Firstly, a predictor velocity u�i is calculated, which does

not satisfy the incompressibility constraint. The second step consist on projecting the velocity field into a

divergence free field in order to obtain a Poisson equation for pressure. Lastly, the computed pressure

field is used to correct the velocity field to obtain a divergence free velocity ui.

To solve the interaction between the two physics, two approaches are available: the monolithic and

the partitioned approach. It is possible to use a monolithic approach where the equations of the fluid

and structure are considered as a single domain and solved simultaneously. This procedure enables to

capture the FSI interaction accurately, however, it has an extremely elevated computational cost since

the non-linear system is large and ill-conditioned, making this approach infeasible for many practical

applications. The partitioned (or staggered) method [188–190] uncouples the fluid and solid equations

and enables to use specific algorithms to solve each problem, boosting the efficiency of the computations

by solving two separate, smaller and better conditioned problems. In this later approach, two schemes are

available: the weakly and strongly coupled. In the former, only one solution per time step is computed

for each problem (fluid and structure) and it is thus viable for simple problems, for example, with small

deformations or large solid-to-fluid density ratio. This scheme becomes unstable when the added-mass

effect is important [191]. Cardiovascular simulations involves modelling blood and arterial tissue, which

have a density ratio near unity, and thus the weak scheme is not an option. The strongly coupled scheme

performs numerous coupling iterations, solving the fluid and structural problem numerous times until

convergence between solvers is achieved, namely convergence between displacements and forces. This

enables to model complex phenomena, with density ratios near unity and large deformations. In the

present solver, the strong scheme relies on approximating the tangent operator on the FSI interface, as

described in [192].

In this study, a time step of 0.2 ms was used. A maximum of 25 coupling iterations per time step were

allowed, however, this limit was never reached, as can the maximum coupling iterations required was 13.

The averaged coupling iterations required per time step was 4.84.
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5.7 Results and Discussion

The structural and hemodynamic behaviour of the patient was computed for three cardiac cycles using the

personalized model described in this chapter. For reference, an additional simulation of the hemodynamic

problem alone was performed in order to assess the windkessel behaviour. In this section, we first analyse

the resultant hemodynamic boundary conditions by assessing the flux and pressure profiles, followed by

an analysis of the structural stress.

5.7.1 Flux and pressure

First, we will analyse the results on the outlet boundary conditions. The results for flux and pressure on

the four outlets are plotted in Figures 5.29 and 5.30, both for CFD and FSI simulations. Regarding the

CFD fluxes and pressures we can observe that the model achieves rapid cycle convergence, as all three

cycles show an identical behaviour. This in not the case for the FSI model, as we observe significant

differences between the three cardiac cycles. During the first two cycles oscillations in both flux and

pressure during diastole are more significant. The differences in fluxes between the second and third cycle

show that cyclic convergence has not been achieved. However, when analysing the pressure plots we can

observe that the peak pressure on all outlets have similar values on the last two cycles. For example, on

the descending aorta, the peak pressure reaches 129.15 and 129.24 mmHg during the second and third

cycle, respectively. We can observe that the target systolic pressure, set to 140 mmHg, was not achieved

on either the CFD or FSI simulations. For the case of CFD, the systolic pressure reached 129.2 mmHg,

leading to an error of 10.8 mmHg. For the FSI, this error augmented to 30.8 mmHg, since the obtained

pressure was 109.2 mmHg. The calibration of the windkessel parameters gives an initial guess for the

component values, however an optimization of the components is needed in order to achieve the desired

behaviour. This is of greater importance in the case of the FSI, where the compliance of the 3D model

leads to reduced pressure profiles on all boundaries, which consequently causes an underestimation of the

stress on the wall, since a lower load is acting on the wall. It significant that, although having accounted

for the compliance of the 3D model during the windkessel tuning, the achieved pressure had a considerable

error much larger than in the case of CFD. On the other hand, the distribution of flow achieved the

desired target on the FSI case. The target flow distribution was set to [0.337, 0.036, 0.112, 0.5048] for the

BT, LCC, LS and DA respectively, and the achieved distribution was [0.335, 0.036 0.112 0.506].

5.7.2 Structural stress

The simulation of the FSI model enables to capture the stress suffered by the wall. This variable is of

great importance as it is assumed to be a driving factor of aortic wall degeneration and it determines

when aortic wall rupture will occur. The resultant Von Misses stress (σVM) at peak systole for the third
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Figure 5.29: Flux through the four outlets for the CFD (left) and FSI (right) computations.

cardiac cycle is depicted in Figure 5.31. We can observe that the stress on the descending aorta and the

supra-aortic vessel insertions is significantly higher than in the ascending aorta. The peak stress is located

between the BT and LCC carotid insertions, reaching 345 kPa. The ascending section has two peak stress

regions, both located along the internal curvature (medial quadrant), reaching 106 kPa at the level of the

sinotubular junction and 102 kPa on the central section. The values on the external curvature (lateral

quadrant) are lower and remain in range 50-80 kPa. The aortic root has low stress values ( 50 kPa).

As a reference, the initial and final diameter of the patient, together with the growth rate contours, has

been depicted in Figure 5.32, where we can observe that the maximum growth rate is located above the

sinotubular junction. To better analyse the relation between stress and growth, the profiles of growth rate

together with the circumferentially averaged (σ̄VM) and maximum Von Misses stress (σMax
VM ) are depicted

in Figure 5.33. The highest stress (106 kPa) is located on the sinotubular junction (PC = 0), having

this location a null growth rate. However, in the vicinity of this region we find the location of maximum

growth rate, GR = 1.12 mm/year, located at PC = 0.2, having an averaged and maximum σVM equal to

70 and 86 kPa, respectively. The second region with an elevated stress concentration, with σ̄VM = 70 kPa

and σMax
VM = 102 kPa respectively, is located in the central section of the ascending aorta (PC = 0.62) and

shows also a near-null growth rate.

5.7.2.1 Discussion

The present analysis has not shown clear evidence of a correlation between stress and aneurysm growth.

Moreover, the locations with highest stress concentration show null growth, which is counter intuitive

considering that stress is a cause of damage and fatigue. However, the location of maximum stress near

the sinotubular junction is in accordance to previous studies [29] and matches the location where type A
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Figure 5.30: Pressure on the four outlets for the CFD (left) and FSI (right) computations.

aortic dissection usually occurs. The ultimate yield strength was 310, 250,470 and 260 kPa for the lateral,

medial, anterior and posterior quadrants, respectively. This results in having the maximum stress in the

quadrant with minimum ultimate yield strength. This could be a consequence of the wall degradation

caused by elevated stress although material characterization of healthy aortas would be required to confirm

this. Since the resultant peak stress on the internal curvature was 106 kPa, the aortic wall was at 42%

of its maximum yield strength. Considering that the windkessel calibration did not achieve the target

systolic pressure of 140 mmHg, the risk factor under the patient specific pressure conditions would be

higher. The patient was therefore, prior to the surgery, at a high risk of rupture, since a sudden peak of

pressure caused by intense effort could have increased the maximum stress and detonated the wall rupture.

These results could potentially be used to determine the locations of risk of rupture and aneurysm

growth. The current results suggest the patient has higher risk of rupture on the aortic arch and descending

aorta, however, these sections have not been correctly calibrated since no patient data was available. The

elevated stress could be due to the linear elastic behaviour imposed on the descending aorta and the

supra-aortic vessels and different results would be obtained if an appropriate patient-specific hyperelastic

model had been used. Unfortunately, this measurements where not available. Moreover, the elevated

curvature around the supra-aortic vessel insertion causes a rise of stress that maybe non realistic since, on

the one hand, the angiography resolution is insufficient to capture the geometrical details in these regions

and, therefore, the curvature is constructed artificially during the CAD editing stage. On the other hand,

thickness variations around high curvature regions will cause a redistribution of stress but, again, the

angiography lacks the resolution to perform these measurements. Thickness variations are to be expected

since the curvature radius in these regions is smaller than the imposed wall thickness. From a numerical

point of view, modelling such regions with shell elements is not optimal and 3D elements should be used
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Figure 5.31: Von Misses stress for the analysed patient.

ideally to accurately capture the stress distribution. The material definition also affects the aortic root,

as it has different material properties to those imposed on the model. As for the case of the descending

aorta and supra-aortic vessels, an accurate definition of the root properties would lead to stress differences.

Moreover, a fixed boundary condition was imposed on the annulus nodes, restricting the deformations in

the vicinity of the annulus and diminishing the stress.

5.7.3 Limitations

It should be noted that various simplifications have been made due to the lack of the clinical data required

and this has a significant impact on the results. Regarding the structural set-up we encounter the following

limitations: Firstly, the motion transmitted from the heart to the aorta during the cardiac cycle has been

neglected. It has been shown that this motion has a significant impact on the strain and stress distribution

[29, 38], as the cardiac motion derived stresses are of the same order of magnitude as those caused by

the fluid forces alone, being concentrated around the aortic root and sinotubular junction. Secondly,

numerous assumptions have been made when defining the spatially-varying material properties (thickness

and elasticity) due to the lack of experimental data. The supra-aortic vessels and descending aorta have

been modelled using linear elasticity and, thus, the behaviour of these regions greatly differs from the

ascending section. The elasticity of these branches was derived from estimated pulse wave velocity which,

although it has been tuned according to patient’s data, provides only an approximate characterization of

the vessel properties. A similar issue occurs when defining the aortic root. In this case the material was
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Figure 5.32: Initial and final diameter (left) and growth rate contours (right).
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Figure 5.33: Plot of the growth rate along the centerline together with the circumferentially averaged Von
Misses stress (left) and maximum Von Misses stress (right).

modelled identically to the ascending aorta. Thirdly, the viscoelastic supports have not been personalized

and the spring and viscous constants have been taken from literature. An improvement of the model’s

fidelity would be achieved if a tuning of the supports was made.

Concerning the fluid set-up, it has been shown that an optimization of the windkessel components

is mandatory to accurately capture the patient-specific pressure conditions. The values obtained from

the current state of the arts workflows [169–172] provide only an approximation and not an accurate

tuning. Alternatively, pressure profiles could be used on the outlets to guarantee that the target pressure

is reached, although this configuration requires precise invasive measurements of the patient’s aortic

pressure. An additional issue concerning the fluid set-up is the lack of MRI 2D flow measurements on the

supra-aortic branches and thus an assumption of flow distribution based on outlet area was required. The

tuning of the windkessel components could be improved if such measurements were available.
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Regarding the numerical set-up, a coarse mesh was used. As it was shown in Chapter 3, the mesh

convergence on the fluid domain is achieved when the surface mesh is generated with a face size below

0.35 mm and the internal domain discretised with elements smaller than 0.7 mm. In this case, the surface

mesh was created with 1 mm triangular faces and the internal domain with 1.5 mm tetrahedrons, due to

the computational requirements of FSI simulations. A mesh convergence analysis of the structural domain

was not performed, but it would enable to define the minimum mesh requirements for accurate stress

modelling.

With regard to the clinical outcomes of this study, due to having modelled one patient only, it is not

possible to hypothesise on the relationship between growth and stress. A large cohort should be modelled

and assessed, considering both healthy, stable and dilating aneurysms followed up during a long period of

time (¡ 2 years).

5.8 Conclusion

A procedure to create personalized high-fidelity FSI aorta models has been presented and has shown to

improve the accuracy of the model outputs. Combining both patient-specific hemodynamic boundary

conditions and material definition allows for an accurate estimation of the stress suffered by the aortic

wall and can provide insight on the risk of rupture of the aortic wall. However, our results also show that,

in order to create an accurate model, numerous clinical and experimental measurements are required

which, unfortunately, are not acquired during standard clinical routines.

Our results have also shown that in order to accurately capture the patient’s systolic and diastolic

pressures, an estimation of the windkessel parameters is not sufficient. It is necessary to perform an

optimization of the windkessel parameters in order to compensate for the compliance and flow dynamics

of the 3D model.
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6.1 Final conclusions

In this work, a study of the methodology required for performing accurate CFD analyses of ascending aortic

aneurysms has been presented. We concluded that accounting for the shear thinning behaviour is of prime

importance when computing WSS biomarkers, since, otherwise, the WSS maybe underestimated by �5%.

Non-Newtonian behaviour is accentuated in regions of low velocity and, hence, it is important to account

for it in the near-wall region. Accounting for subgrid scale viscosity has revealed to be less important,

since its impact on WSS values has been estimated to be �0.5%. Be that as it may, including the Dynamic

Smagorinsky-Lilly subgrid-scale model had no impact on the computational resources required for the

simulations, therefore, we concluded that subgrid-scale models should be included in aortic aneurysm

simulations.

The second part of this work consisted on evaluating if a relationship exists between CFD biomarkers

and aneurysm growth rate. The results show that certain biomarkers could be related to aneurysm growth

rate, such as the time-averaged shear angle, the flux dispersion and the location of negative divergence

of the WSS field for TAV patients and peak systole shear angle for BAV patients. This results should,

however, be handled with care, since the cohort was limited to 16 TAVs and 17 BAVs and, moreover,

the aortic jet was not calibrated using MRI flow data. Without neglecting these limitations, it must be

highlighted that this work has presented the first analysis of the relationship between CFD biomarkers

and aneurysm growth rate on a large cohort of patients.

Lastly, after having identified the limitations of the herein presented CFD analyses, a methodology for

generating high-fidelity personalized FSI aorta models was developed. This work included a procedure to

calibrate the aortic jet by imposing the spatially-varying patient-specific velocity profile to personalize

the fluid model. It was made clear that the patient-specific jet largely differs from and idealized profile.

Concerning the structural model, a method for personalizing the material properties of the aortic wall was

developed. The method was based on calibrating the spatially-varying thickness and elastic properties

in order to capture the variability of the material properties of the different quadrants of the ascending

section and the downstream vessels. Considerable differences were found between structural stress of a

varying material model and uniform material model. Once the methodology for creating personalized FSI

models was completed, a test case was performed in order to demonstrate the capability of these models

to estimate the stress along the aorta and identify potential regions prone to aneurysm growth. This work

has highlighted the importance of accounting for the patient-specific conditions when using computational

tools for aiding the diagnosis process of ascending aortic aneurysms.
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6.2 Future works

The work herein presented contains some novel developments which position these models in the state

of the art of ascending aortic simulation. However, we are aware that, concerning certain aspects of the

modelization and analysis, numerous improvements could be made. On the one hand, more advanced

methods have been proposed by other research groups and, on the other hand, additional clinical measures

could be incorporated for the personalization of the model.

Concerning the analysis of CFD computational methodologies, it would be interesting to assess whether

or not significant differences appear if other subgrid scale models are used. In previous works, the WALE

model has been used to evaluate the WSS [80, 97, 98], since it was specifically designed to accurately

capture the asymptotic behaviour of wall bounded flows. Thus, extending this work by assessing the effect

of the WALE model would enrich the understanding of the requirements for turbulence modelling. With

regard to the viscosity model, the same applies. Numerous alternatives to the Carreau model exist and

should be examined in order to understand the influence of the viscosity model. A previous study was

performed with this aim [101], however it did not account for an LES model. An assessment between the

different combinations of non-Newtonian models and LES models could provide further insight of the

importance of the modelling choices on WSS estimation.

The study on the relationship between CFD biomarkers and growth rate could incorporate numerous

improvements. As mentioned in 4.5.1, the most critical simplification done in this analysis was the

assumption of an idealized aortic jet profile. It has been shown that the CFD biomarkers are highly

influenced by the jet shape [119] and, therefore, it is vital to incorporate this improvement if we seek

to achieve an accurate quantification of the CFD biomarkers. Having identified this flaw, in Chapter 5

we developed the techniques required to incorporate such boundary conditions to our model. However,

due to the lack of MRI 4D data on the patient cohort, it was not possible to repeat this study while

incorporating this improvement. With regard to the growth measurements, we must emphasise that the

measurements are susceptible to having a large error. This was due to the limited time window between

some acquisitions, and due to the resolution of the angiography. In order to perform an accurate assessment

of the relationship between biomarkers and growth, a larger cohort of patients with a larger time window

should be considered. Furthermore, healthy subjects and aneurysms in an early stage of development

should be included in the study in order to fully understand the role of the fluid biomarkers on aneurysm

development. This improved study should, unquestionably, include personalized jet profiles derived from

MRI flow acquisitions. Another improvement that should be incorporated is the personalization of the

viscosity. The rheological response of blood is primarily modulated haematocrit [86] and, since haematocrit

levels vary across the population and due to the intake of drugs, variations in blood viscosity across a

population could be important. It is important to account for this variability since it would have a direct
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impact on the WSS values, as shown in [193]. Lastly, the analysis of the WSS topological skeleton should

be extended and used to compute the fixed points residence time and the topological shear variation

indexes, two biomarkers which have been related to arterial stiffness and which can be used to identify

regions prone adverse biological events [141–143].

In the last chapter, we have presented a high-fidelity FSI model capable of capturing the structural

stresses. However, this workflow was not used to model a large cohort of patients and thus no conclusions

between the stress and growth could be made. A future study using this methodology, but performed on

a large cohort, could shed light into the relationship between stress and growth. Furthermore, evaluating

simultaneously the structural and fluid biomarkers would provide addition insight on the patient’s

condition. Concerning the accuracy of our model, it is mandatory to improve the calibration technique of

the windkessel components, as it was shown that the pressure profiles did not reach the target pressures.

For this purpose, an optimization of the FSI model coupled to the windkessel should be performed,

however, this is computationally prohibitive and an alternative procedure should be used. The solution is

constructing a Dynamic ROM of the FSI model and couple it to the windkessel circuit, and optimize the

components in using this compressed, coupled model, as was done in [31] for CFD models. Concerning

the material properties, a better calibration of the supra-aortic vessels and the descending aorta would

improve the accuracy of the simulation. Finally, we should incorporate the valve movement and perform a

calibration of the viscoelastic supports, as was done in [38], in order accurately capture the stresses on the

aorta wall and the full phenomena of the FSI interaction.

In sight of the numerous improvements which can be incorporated to our work, we conclude that

various lines of research can be continued in the pursuit of high-fidelity cardiovascular in-silico models.

It has been shown that it is of prime importance to calibrate the models with high quality clinical

measurements in order to accurately capture the patient-specific conditions and, consequently, be able to

deliver clinically-relevant information which could aid in the diagnosis.
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