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Abstract

Cardiovascular diseases (CVDs) are a group of disorders of the heart and blood

vessels and constitute the leading cause of death globally. Among the most com-

mon CVDs are pulmonary atresia and abdominal aneurysms which are mainly

treated with modified Blalock–Taussig shunt operation (MBTS) and Endovascular

Aneurysm Repair (EVAR) procedure respectively.

During MBTS, a synthetic shunt is implanted between the subclavian and pul-

monary arteries to supply the blood with sufficient levels of oxygen. Even though

the shape of the implant plays a crucial role in the operation’s success, its’ selection

relies on clinicians’ experience. To offer a personalized shunt morphology recommen-

dation to patients, we developed a static Reduced Order Model (ROM) trained on

Computational Fluid Dynamics (CFD) data which predicts the fluid flow solution

as a function of critical morphological shunt parameters. The MBTS morpholog-

ical parameterization was performed with the use of Radial Basis Functions. The

ROM validation exhibited high precision, indicating a strong possibility of being

integrated into clinical use.

EVAR is a minimally invasive procedure for the treatment of abdominal aortic

aneurysms, and it is usually performed in patients with aortic diameter exceeding

5 cm. Even though this operation is characterized by low mortality and morbidity

rates compared to open surgery, it also comes with some complications such as

challenging intraoperative navigation due to guidewire-induced deformations and

significant risk of post-operative thrombus formation. Concerning those issues, we

performed two distinct studies.

The first work refers to the development of a pipeline based on ROM and Finite

Elements (FE) simulations for the prediction of the aortic configuration in function of

the guidewire orientation, the pre-operative aortic geometry, and material properties

in almost real-time. Thanks to this tool, we were able to explore a wide spectrum

of possible EVAR cases in a fast and efficient manner. The ROM prediction was
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found to offer sufficient precision. The developed framework showed the potential to

support the clinicians’ decision-making process pre and intra operatively, reducing

the use of radiation and contrast agents.

The second work is related to the prediction of post-EVAR intra-prosthetic

thrombus (IPT) formation through a holistic CFD analysis among simplified models

of the three most popular commercial stent grafts, i.e., Zenith Alpha, Excluder, and

Endurant II. For this work, we quantified the backflow, investigated the orientation

of velocity vectors, and calculated the shear strain rates as well as the most common

Wall-Shear-Stress related indices. Our main finding was that the simplified model

of Zenith Alpha experiences higher recirculation and shear strain rates on its flared

extension compared to the other grafts, which might explain its relatively higher

susceptibility to thrombus formation. Conversely, the WSS parameters provided us

with controversial results.

In summary, three independent works were developed in the framework of this

Ph.D. Two of them were focused on the ROM build-up to bridge the time gap be-

tween computational simulations and clinical reality. Achieving almost real-time

ROM response on both works seems a promising start, which needs to be further

investigated. Acknowledging the diversity in patients’ morphologies, both stud-

ies were conducted with a focus on individualized healthcare guidance through the

consideration of patient-specific anatomies. The third study, dedicated to the post-

EVAR IPT formation, revealed that blood flow patterns, developed within a stent

graft, can regulate thrombotic phenomena. The method of analyzing blood flow

data was found to be crucial, showing that the conventional examination of WSS

parameters might fall short of information. Finally, it appears that comprehensive

and interdisciplinary approaches are essential and efficient both for explaining intri-

cate cardiovascular issues and for planning and performing successful personalized

treatments.
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1 INTRODUCTION

1 Introduction

Cardiovascular diseases (CVDs) encompass a wide range of disorders that affect the

heart and blood vessels, representing a leading global health challenge1. Among the

most common CVDs are aortic and pulmonary diseases, heart failure, and stroke,

which contribute significantly to morbidity and mortality worldwide. Often, the ori-

gin of these diseases consists of a combination of genetic, lifestyle, and environmental

factors, with risk factors such as high blood pressure, high cholesterol, smoking, obe-

sity, and diabetes playing pivotal roles2,3. The impact of CVDs affects individuals’

quality of life and places a substantial burden on healthcare systems4. Prevention,

early detection, and effective management are key strategies in mitigating the effects

of CVDs5. Simultaneously, advancements in medical research and treatment modal-

ities also help address this pervasive health issue. Delving into the root causes of

CVDs, advancing current therapy modalities, and developing personalized medicine

is the state of the art of healthcare research6,7,8. In the light of latest advancements

in the biomedical field, this doctoral research aims to develop supportive tools for

facilitating some of the most common cardiovascular operations as well as mitigat-

ing potential post-operative complications. More precisely, the developed tools are

designed for applications in pulmonary atresia (PA) and its corresponding surgery,

i.e. modified Blalock Taussig shunt (MBTS) as well as abdominal aortic aneurysms

and their treatment with Endovascular Aneurysm Repair procedure (EVAR). The

following section delves into the medical background of these diseases, outlining the

associated challenges in their treatment and revealing the driving motivation behind

our research.

1.1 Cyanotic Congenital Heart Diseases

Cyanotic congenital heart disease (CCHD) is any heart defect present at birth that

reduces the amount of oxygen delivered to the human body. Newborns with CCHD

typically experience blue baby syndrome. This syndrome is expressed with a bluish

appearance of the neonate’s skin color mainly on the lips, earlobes, and nail beds due

to poor blood oxygenation. Congenital heart defects are present in about 9 of every

1000 live-born children and approximately 25% of them are considered CCHD9.
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1 INTRODUCTION

Usually, infants diagnosed with CCHD need heart surgery or other interventions to

survive.

Within the realm of CCHD lies the dysfunction of the pulmonary valve. Pul-

monary valve stenosis is a type of heart valve disease that involves the narrowing

of the pulmonary valve, which controls the blood flow from the heart’s right ven-

tricle into the pulmonary artery. This condition leads to reduced blood flow in

the pulmonary artery and excessive strain of the right heart ventricle, which might

lead to heart failure10. Pulmonary atresia represents the most severe form of pul-

monary valve stenosis, in which the pulmonary valve is completely nonfunctional,

i.e. no blood can be supplied to the lungs. It has been estimated that its occurrence

frequency is 1 in every 7100 babies born in the United States yearly11.

1.1.1 Modified Blalock Taussig Shunt

Among the most widespread approaches to tackle pulmonary valve stenosis and

atresia is the modified Blalock–Taussig shunt (MBTS): a surgical procedure that

consists of implanting a synthetic shunt between the subclavian and pulmonary

artery (Fig. 1)12. In this way, sufficient levels of oxygenated blood are delivered to

the pulmonary circulation. Although the implanted shunt does not guarantee the

holistic repair of pulmonary vascular blockage, it offers a time extension until the

child grows up to subsequently proceed with a permanent surgical treatment13. In

general, the MBTS is considered a low-risk management option for the palliation of

congenital heart diseases. Nevertheless, the danger associated with this intervention

should not be downplayed, as the overall mortality and composite morbidity rates

remain relatively high at 7.2% and 13.1%, respectively13,14.

To date, in clinical practice, the selection of the suitable MBTS implant is per-

formed by exclusively considering its cross-sectional diameter. Surgeons select the

optimal MBTS implant for each patient according to their experience, their evalua-

tion of the patient’s condition and weight, and other clinical factors15. Beyond these

aspects, several works from the literature have underlined the importance of patient-

specific approaches that personalize treatment for each patient16,17. In practice, if

the shunt is undersized, the thrombosis risk soars18. On the contrary, if the shunt

2
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Figure 1: Representation of the successful shunt implantation between the right subclavian and

pulmonary artery employing the modified Blalock Taussig shunt procedure.

is oversized, a state of pulmonary overflow with consequent diastolic pressure and

systemic perfusion decrease is detected. Subsequently, from the clinical state of the

art, it appears clear that MBTS sizing is pivotal in managing complex CCHD19,20.

Taking into account the current literature status, we present a static Reduced

Order Model (ROM) for the fast prediction of the most significant fluid flow param-

eters, i.e., velocity, pressure, and wall shear stresses, of different MBTS configura-

tions. The objective is to combine ROM, Computational Fluid Dynamics (CFD),

and mesh morphing techniques to overcome the computational expense and obtain

high-fidelity analysis of a wide range of MBTS shapes (Study I).

1.2 Abdominal Aortic Aneurysm

The aorta is the principal blood vessel responsible for the delivery of oxygen-rich

blood from the heart to the rest of the body21. The aorta can be subdivided into

smaller distinct segments based on their anatomical position and function. The most

common subdivisions are the ascending aorta, the aortic arch, the descending or

thoracic aorta, and the abdominal aorta22. In this work, we focus on the ascending,

thoracic and the abdominal part of the aorta.

According to the literature, every segment of the abdominal aorta with a diame-

ter greater than 3 cm is considered an abdominal aortic aneurysm (AAA)23. Aortic

3
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aneurysms are the 13th leading cause of death in the United States24. They have

an incidence of 5 – 10 cases per 100000 and occur more commonly in men over the

age of 6025. Though aortic aneurysms do not directly cause death, their compli-

cations such as dissection or rupture cause approximately 15000 deaths annually26.

The main challenge in addressing this illness is its asymptomatic nature27. AAA

often has no symptoms, hence called a silent disease. For the AAA diagnosis, the

patient should be subjected to an imaging scan such as Ultrasound (US), Computed

Tomography (CT), or Magnetic Resonance Imaging (MRI)28. In case this does not

happen and the aneurysm ruptures, the mortality rates are high, ranging between

32% and 70%, with significant associated morbidity29. Therefore, the principle, that

prevention is better than cure, applies to this disease.

When a patient is diagnosed with AAA, clinicians make a decision between two

strategies: either frequent health checkups and imaging, called medical monitoring,

or surgical operation. The second option is suggested for patients with aneurysm size

bigger than 5 cm or aneurysm growth rate of 0.5 cm over a period of six months to a

year30,31,32. However, the intervention criterion is mainly empirical and not patient-

specific. For example, some patients experience rupture below the aforementioned

threshold while others at considerably larger diameters33. Surgical procedures for

the treatment of AAAs include Endovascular Aneurysm Repair (EVAR) and open

surgery.

1.2.1 Endovascular Aneurysm Repair

During EVAR, a stent graft, compressed inside a catheter, is inserted from the

femoral artery to its distal implantation location. Subsequently, as shown in Fig. 2,

the graft gets unfolded in the intended position. In this manner, the blood flow

is diverted away from the aneurysmatic sac and ultimately the aneurysm rupture

is prevented. In open surgery, clinicians cut away the aneurysmatic portion of the

aorta and substitute it with a stent graft, which is sewn onto the ends of the aorta34.

EVAR is usually selected because it is minimally invasive, guaranteeing reduced

blood loss and short hospital stays35. Nevertheless, recent works show the early

survival benefits of EVAR decrease or even get lost over time, with EVAR carrying

a higher risk of rupture and secondary intervention than open surgical repair in the
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long term36,37,38. The most common complications associated with EVAR are graft

endoleak, migration and thrombosis, which occur with a corresponding frequency of

15 — 30%39,40, 1 – 10%41 and 10.7 – 33%42,43.

Figure 2: Illustration of EVAR procedure: catheter insertion from the right femoral artery, stent-

graft implantation, and blood flow restoration

1.2.2 EVAR planning and navigation challenges

Another issue that arises in EVAR application is the challenging preoperative plan-

ning and intraoperative navigation. As already elucidated, the stent graft is intro-

duced through a catheter to its intended position, i.e., inside the aneurysmatic bulge.

Nonetheless, this procedure consists of several steps. Initially, a soft guidewire is

inserted for the atraumatic navigation from the femoral artery to the distal implan-

tation location. Then, a catheter, through which the stent graft will be advanced, is

pushed over the former guidewire. Before proceeding to the stent graft deployment,

the soft guidewire is substituted with a stiff one. The latter induces a straightening

of the iliac artery and facilitates the insertion of the stent graft delivery system44.

Previous works remarked that the deformation caused by the insertion of the stiff

guidewire affects significantly the final configuration of the vessel45,46,47. This can

have implications for both pre and intra-operative procedures.

Currently, during the pre-operative planning, this updated vessel morphology

is not considered, leading to an increased likelihood of choosing sub-optimal stent

5
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graft sizing48. It has been highlighted that the incidence of deficient stent graft

selection is particularly high in cases of tortuous iliac arteries stenting46. The sub-

optimal stent graft size and placement are also linked to higher procedural failures

and postoperative complications such as endoleaks, endograft migration, or collapse

and kinking of the endograft limbs49.

Intra-operative navigation during EVAR is mainly performed through 2D fluo-

roscopy and Digital Subtraction Angiography (DSA) for the real-time visualization

of the position of the inserted tools and the vessel’s morphology. These acquisitions

entail the use of radiations and contrast agents, whose dose increases along with the

complexity of the case. This results in potentially harmful exposure to radiation for

both patient and clinicians50. Furthermore, the limited 2D view provided by the

above-mentioned imaging techniques can hinder the success of the procedure, by

increasing the operation time and making the intra-operative visualization poor51.

For this purpose, imaging fusion techniques, that combine the pre-operative CT and

X-ray acquisitions are currently adopted. Nonetheless, the registration of pre- and

intra-operative data is still time consuming and low in accuracy52.

In the literature, several researchers have developed finite element (FE) models

for simulating the interaction between aortoiliac structure and stiff guidewire53,54.

Kaladji et al. 55 demonstrated that FE simulations can predict guidewire-induced

deformations with sufficient accuracy. More precisely, they launched contact FE

simulations for 14 patients, concluding that they were able to estimate the aortic

deformation due to the insertion of EVAR delivery system, with an average dis-

crepancy of 2.3 ± 1.1 mm. Emendi et al. 56 found good agreement in their models

between experimental and in vitro studies. However, the computational cost of these

simulations is rather high and not compatible with the clinical time frame. More-

over, any minor alteration in the model’s configuration or set-up necessitates a new

simulation. Finally, from a practical point of view, simulation experts are needed

for the set-up, launching, and analysis of the results.

Considering the significance and complexity of estimating the updated vessel

geometry, we present a ROM trained on FE simulations for the fast prediction of

the guidewire-induced aortic deformations as a function of seven critical mechanical,

morphological, and clinical parameters (Study II).
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1.2.3 EVAR related blood clots

Clinical data have shown that thrombotic deposits may accumulate both in the

main body and the limbs of the stent graft after its implantation57. Hitherto, sev-

eral definitions of intra-prosthetic thrombus (IPT) have been considered in the lit-

erature. Most of them take into account the thrombus thickness, extension of the

main body circumference, and longitudinal distribution58,59,60. The various throm-

bus definitions have led to a broad range of published incidence rates of developing

post-EVAR blood clots. For instance, Mestres et al. 60 reported that 24% of the

study’s admitted patients experienced intra-graft mural thrombus after EVAR. A

recent study by Ucci et al. 42 calculated the IPT occurrence was 36% on a popula-

tion of 221 patients treated with EVAR. Regardless of the exact occurrence rate,

it appears that thrombotic events, triggered by stent graft implantation, remain a

noteworthy EVAR complication.

Post-EVAR thrombosis has been linked with the patient’s characteristics such

as anatomy, age, lifestyle, health history, and the implantation technique61,62,63.

However, in recent years, through the analysis of data records, it was detected that

the type of abdominal stent graft also matters. This shifted the focus to the side

of the manufacturers of commercial abdominal stents64. Several studies have been

performed for the evaluation of the mechanical and hemodynamic performance of

the stent-grafts but without investing the blood clot phenomena65,66,67,68.

Among the most commonly employed stent grafts are: the Excluder by W.L.

Gore, Endurant II by Medtronic, and Zenith Alpha by Cook Medical. Nonetheless,

the very last device has raised some concerns in the clinical field with its higher

incidence of thrombosis. In 2020, Cook Medical Europe issued an urgent field safety

notice emphasizing some stent graft implantation guidelines to avoid thrombus for-

mation and lumen occlusion. In connection to this, Broda et al. 69 published a

work demonstrating that none of the risk factors suggested by that safety notice

or current literature were positively associated with limb graft occlusion (LGO).

Additionally, they estimated that the cumulative incidence of LGO after EVAR was

7% per limb for patients treated with Zenith Alpha for up to three years postop-

eratively. Bogdanovic et al. 43 detected that Zenith Alpha has an increased risk of

LGO compared to Endurant and Excluder devices. This finding was also confirmed
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by Ulsaker et al. 70 , who found that the incidence rate of LGO was significantly

higher in patients treated with Zenith Alpha than Endurant II. However, all the

previously presented studies investigated the LGO occurrence, which differs from

the IPT rates. Draper et al. 71 suggested that the IPT occurrence of Zenith Alpha

graft was not significantly different compared to the corresponding rates of other

commercial grafts.

In terms of physiology, a thrombus is initiated by damage to the endothelial

lining of the blood vessels or by the presence of thrombogenic artificial material72.

Then, due to the hemostasis mechanism, von Willebrand Factor (vWF), which is a

large glycoprotein stored in megakaryocytes and platelets, sticks to the aortic wall

attracting platelets from the blood flow via its platelet receptors: glycoprotein (GP)

Ib-IX-V and αIIbβ3 integrin73,74. High blood shear strain rates enhance the reforma-

tion of vWF from a globular to an elongated/stretched molecule75,76. This updated

vWF morphology is characterized by an increased number of binding sites leading

to the recruitment of additional platelets77. As more and more platelets adhere to

the wall while exposed to high strain rates, eventually, after an elapsed period of

time, they get activated78,79. During their activation, platelets get a more extended

and spiky form and release the contents of their granules and bound fibrinogen,

which support the thrombus stabilization80,81. The cycle of platelet adhesion, ag-

gregation, and activation may continue until the lumen is completely occluded or a

stable thrombus is formed82.

A substantial part of the research community supports examining the wall shear

stresses (WSS) for the prediction of thrombus formation. This concept is based on

the fact that the endothelium responds to the changes of the applied shear stress by

altering its anti-inflammatory and anti-thrombogenic properties83. Among the most

diffused WSS indices are the time averaged wall shear stresses (TAWSS), oscillating

shear index (OSI), and the endothelial cell activation potential (ECAP). Multiple

studies have suggested critical ranges for these parameters, attempting to link them

with thrombotic phenomena. In general, high OSI and ECAP values as well as

low TAWSS values are considered blood clot predisposed conditions84,85. Tzirakis

et al. 86 and Kelsey et al. 84 found a good correlation of OSI and TAWSS values

with thrombus formation in AAAs84,86. On the contrary, Arzani et al. 87 reported

8
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that low OSI triggered blood clot formation, while TAWSS were poorly associated

with thrombotic events in AAAs. Hence, the significance of these parameters is yet

disputed. To our knowledge, no work studying the post-EVAR IPT occurrence on

abdominal stent grafts through WSS analysis has been presented before.

Hemodynamic works have also highlighted the bond between recirculating flow

and the development of IPT. Slowly recirculating flow, due to core jet flow patterns

through a stenosis, promotes platelets’ aggregation and activation88. More precisely,

platelets moving through a stenotic area experience high shear stresses, which lead

to their activation. When these activated platelets are moving further down to the

graft, they are brought into contact by the contracting streamlines on the slower

side of the shear layer. When trapped within a recirculating area, platelets slide

along to the aortic wall, from the flow separation till reattachment point89. This

condition favors thrombus generation. Martorell et al. 90 stated that endothelial

health is preserved by arterial flow but jeopardized in regions of flow recirculation

in a quasi-linear manner.

In light of the aforementioned theories, we present a holistic blood flow analysis

of three simplified abdominal commercial stent grafts: Zenith Alpha, Excluder and

Endurant II (Study III). The objective of this work is the detection of thrombotic

predictors. For this purpose, we evaluate the shear strain rates, WSS related indices,

and examine the recirculation patterns.

In a nutshell, in the context of this research work, three independent works were

performed:

• Development of Reduced Order Model for the support of modified Blalock

Taussig shunt procedures, i.e. Study I

• Development of Reduced Order Model for the assisting of the pre-operative

planning and intra-operative EVAR navigation, i.e. Study II

• Investigation of the thrombotic events on simplified abdominal commercial

stent grafts, through computational fluid dynamic simulations, i.e. Study III

9



2 MATERIALS AND METHODS

2 Materials and Methods

This section provides a detailed description of both the materials and the specific

procedures employed for the conduction of the aforementioned studies. Initially, the

data acquisition and image segmentation are analyzed. Thereafter, the computa-

tional fluid dynamic and the finite element modeling are presented for the relevant

works. Subsequently, the Radial Basis Functions mesh-morphing technique is thor-

oughly described. Finally, the background and set-up of the developed Reduced

Order Models are exhibited.

2.1 Image Acquisition and Segmentation

The initial stage in creating digital representations of patients or medical devices

involves image acquisition. The quality and fidelity of the acquired images play a

pivotal role in subsequent analyses91. Factors such as resolution and color accuracy

significantly influence the effectiveness of image acquisition systems92. The image

resolution determines the level of detail that can be captured within an image,

typically measured in pixels per unit of length. Therefore, image resolution poses

the threshold of achievable precision of image segmentation. Usually, higher image

resolution results in clearer segmentation results.

Image segmentation in cardiovascular applications holds significant importance

in medical imaging and clinical practice. This process focuses on accurately identi-

fying and delineating the area of interest, in our case abdominal aorta, pulmonary

artery, or stent graft through a medical image93. More specifically, the digital im-

age gets sliced into various subgroups called image segments. Every image pixel is

labeled according to its topology or application relevance94. The ultimate goal of

this procedure is the reduction of the complexity of the rich-in-information images

while facilitating the image analysis.

As already highlighted, image segmentation is valuable for clinical applications

but also for in vitro simulations. Healthcare practitioners assess the size, shape, and

condition of patients’ organs and tissues for diagnosing and monitoring purposes.

Even though nowadays there are several automated or semi-automated segmenta-
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tion tools available, employing Machine Learning or Neural Networks techniques,

manual segmentation remains the golden standard for clinicians95,96,97. This hap-

pens mainly because clinicians hesitate to proceed to decision-making based solely

on automatically segmented data. In the field of computational simulations, im-

age segmentation provides us with patient-specific surfaces, which can thereafter be

converted to personalized Computer-Aided Design (CAD) models98.

In the case of Study I, a Computed Tomography (CT) scan was taken from a

newborn suffering from complete pulmonary atresia at Fondazione Toscana ‘Gabriele

Monasterio’ (Massa, Italy) with a conventional clinical CT 640-detector scanner

(Toshiba Aquilion One, Toshiba, Japan). For Studies II and III, four Computed

Tomography Angiography (CTA) scans were acquired at St. Olavs Hospital, using a

Siemens scanner (Sectra Somatom, Syngo CT): one for an AAA patient and three for

the pre-implantation state of the examined stent grafts, i.e. Zenith Alpha, Excluder

and Endurant II. For the first case, i.e. AAA patient, the pixel spacing and slice

thickness were set equal to 0.5 mm × 0.5 mm and 1 mm respectively. For the

imaging of the stent grafts, the pixel spacing and slice thickness were tunned equal

to 0.3 mm × 0.3 mm and 0.6 mm accordingly.

Image segmentation was performed in 3D Slicer 5.4.0, which is an open-source

software for image analysis99. In the case of the neonate and the AAA patient, we

segmented the cardiovascular volume from the acquired CT scan. On the contrary,

for the three stents, we segmented the graft wires and then, we built the stent volume

based on them. The followed segmentation procedure is outlined in the form of steps

below:

• Image importing: Digital Imaging and Communications in Medicine (DICOM)

files were imported into Slicer environment.

• Selection of region of interest (ROI): With the crop volume feature, we ex-

cluded all the irrelevant to our application vessels, or organs such as the heart

volume.

• Threshold algorithm: Employing the threshold algorithm, we extracted fore-

ground based on gray value information. For example, the applied threshold

range for segmentation of the stent grafts was -450 and 3070.
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• Segments’ erasing: Using the scissors and islands features, we removed some

segments that had been retained after the masking algorithm but they were

not of interest to our applications.

• Surface smoothing: Lastly, surface smoothing was applied to decrease the

surface roughness and make it suitable for computational simulations. The

smoothing factor was set to 0.3 for all the performed segmentations. We

ensured that the smoothing process had a negligible effect on the total volume

of the studied morphologies.

The above-described procedure was applied for the segmentation of neonate’s

and the stent grafts’ scan. The segmentation of the AAA patient was excluded from

the aforementioned procedure. For this work, a segmentation algorithm, based on

intensity threshold and morphological operations (i.e. binary opening to keep only

the largest connected components) was utilized. The algorithm was developed in

Python 3.9 to semi-automatically segment the lumen of the abdominal aorta56.

Figure 3: Segmentation of the MBTS case: front view a), back view b) and Zenith-Alpha (Cook

Medical) stent graft case coronal view c) and sagittal view d)

After completing the image segmentation, we qualitatively evaluated the accu-

racy of our results via visual inspection. This is one of the simplest methods in which

the original image and the segmented one are overlaid. As illustrated in Fig. 3a and

b, by comparing the color of the image pixels and the boundaries of the segmented

surface, we were able to estimate the quality of our segmentation. The segmented

geometries were considered accurate as long as just a few pixels were mislabelled.
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2.2 Computer Aided Design Reconstruction

The output of image segmentation was a file in stereolithography format, which de-

scribes the geometrical surface of 3D models as a collection of triangular facets. This

format is compatible with some software or applications, however, for performing

Computational Fluid Dynamics (CFD) simulations within our software of choice, i.e.

Ansys® Fluent, CAD reconstruction was required. For converting the stereolithog-

raphy files to CAD, Ansys® Spaceclaim, Release 22R1 was employed100. Reverse

engineering is a demanding procedure that necessitates smooth surfaces and good

designing skills. During this process, the user should pay attention is preserving the

important features of the geometry.

2.2.1 Study I

For Study I, the CAD of the newborn’s vascular configuration was generated through

the Skin Surface feature of Ansys® Spaceclaim, Release 22R1. With this tool,

surface patches were created on the model’s facets. Subsequently, these patches

were stitched together, forming a solid body.

Then, an MBTS implant was added between the pulmonary artery and the right

subclavian artery. The total length of the implant was 16.4 mm and the diameter

at the middle of its length was equal to 4 mm. The implant sizing is in line with the

currently employed MBTS shunts101. The implantation position was selected under

the guidance of surgeons, who specialized in conducting this procedure.
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Figure 4: Result of the CAD reconstruction of the pulmonary artery, the aorta, and the MBTS

implant of the examined neonate

2.2.2 Study III

For Study III, the CAD reconstruction of the considered stent grafts was performed.

As illustrated in Fig. 3 c and d, solely the radiopaque stent frame was extracted

from the CT scan. What is more, as shown in Fig. 5b, the stent frame had high

density, leading to an artificially increased thickness, i.e., CT artifacts. To minimize

the influence of artifacts, we extracted the stent frame morphology based on the

center points of the stent’s metallic wires. This was decided upon discussion with

clinicians. Subsequently, we validated our models based on the nominal dimensions

of the physical grafts.

Thereafter, a manual CAD modeling procedure was followed for the generation

of the internal volume of the stent graft. We performed interpolation between sim-

plified geometric shapes and elements such as cylinders and circles lengthwise of

the metal stent frame to capture the volume nesting inside each stent graft. The

results of this procedure are illustrated in Fig. 5a. The primary issue of these mor-

phologies was their unrealistic sharp edges, especially in the bifurcating region. To

tackle this defect, the obtained graft CAD models were smoothed along their surface

via Autodesk Meshmixer 3.5, so that they become appropriate for Computed Fluid

Dynamics (CFD) simulations (Fig. Fig. 5b)102.

Upon obtaining the precise CAD models, we encountered another challenge: the
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Figure 5: Primary CAD reconstruction of Zenith Alpha, Excluder, and Endurant II with simpli-

fied geometric shapes a), precise CAD models achieved via smoothing the surface of the previous

models with Autodesk Meshmixer 3.5 b)

examined stents were designed for markedly different aortic sizes. At the same time,

finding similar stent graft sizes within the hospital premises was not an option. To

enable the comparability of our results, we manually modified the stent geometries

according to a uniform sizing hypothesis regarding the nominal dimensions of the

graft components. More precisely, we assumed that the stents were designed for

an average AAA patient. Subsequently, we identified the available stent graft sizes

based on the information provided in manufacturers’ brochures. Finally, a com-

mon iliac bifurcation angle of 55◦ was imposed on all the geometries replicating the

post-implantation stent morphology. In Fig. 6, the above-described procedure is

illustrated.

Recognizing the uncertainty of the final configurations due to the extensive CAD

changes that were presented above, we consider the final models as simplified versions

of the examined commercial stent grafts, which are in line with manufacturers’ sizing.

Therefore, any conclusions deriving from this study should not be associated with the

performance of the corresponding commercial grafts. To keep it clear, henceforth,

we refer to the simplified grafts of Zenith Alpha, Excluder, and Endurant II as

models 1, 2, and 3 respectively.

Additionally, in Fig. 6a, the following basic stent dimensions are defined: aortic

neck diameter dn, common iliac diameter on contralateral side dc, common iliac

diameter on ipsilateral side di, post-bifurcation diameter on contralateral side ds,
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Figure 6: Uniform graft sizing based on manufacturers’ brochures for Zenith Alpha, Excluder,

and Endurant II stent graft (Table 2) a), introduction of a common iliac bifurcation angle of 55◦

in the final simplified configuration of Zenith Alpha, Excluder, and Endurant II graft named as

model 1, 2, and 3 accordingly b)

post-bifurcation diameter on ipsilateral side df . In Table 2, the values of these

diameters are reported for each examined stent graft. The slight variations identified

among the stent grafts derived from the unique manufacturers’ size standardization.

To guarantee the full development of the blood flow within the stents, the mod-

els’ extremes were extended by 5 times their diameter. Finally, we divided the

graft morphologies into 17 zones to facilitate the results’ analysis. In Fig. 7, for

simplicity reasons, we present solely the volume subdivision of model 1. The same

procedure was followed for models 2 and 3. The sections were formed by splitting

the stent’s centreline every 20 mm with Ansys® Spaceclaim. The ipsilateral and

the contralateral sides, designated in Fig. 7, are identified based on the insertion

site, which we assume to be the left side in our case. For the sake of simplicity, the

ipsilateral and the contralateral graft extensions are also referred to as flared and

straight extensions respectively.
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dn (mm) dc (mm) di (mm) ds (mm) df (mm)

Model 1 28 16 24 11 11

Model 2 28.5 14.5 23 13 13

Model 3 28 16 24 16 13

Table 2: Basic dimensions of the simplified stent grafts: aortic neck diameter dn, common iliac

diameter in contralateral side dc, common iliac diameter in ipsilateral side di, post-bifurcation

diameter in contralateral sideds, post-bifurcation diameter in ipsilateral side df

Figure 7: Illustration of the division of the blood flow domain of model 1, i.e. simplified Zenith

Alpha, into 17 fluid zones: 8 zones per side and the main body. A similar zone partition is applied

for the other examined grafts (Excluder and Endurant II).

2.3 Computational Fluid Dynamics

In this part of the work, the Computational Fluid Dynamics modeling of studies

I and III is presented. Initially, the mesh generation in the involved geometries is

described and then a mesh sensitivity analysis is displayed. Eventually, the CFD

setup is presented along with the developed user-defined functions.

2.3.1 Mesh generation

The concept of a mesh as a discretization in space has been associated with com-

putational methods since the first attempts to obtain numerical solutions of partial

differential equations. Establishing a suitable mesh was long considered to be a
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rather tedious exercise and a minor part of the computational effort involved in

solving the partial differential equations103. However, mesh generation has steadily

evolved into a discipline in its right drawing on ideas from other fields, in particular

mathematics and computer science, and gradually developing its distinct identity104.

The mesh generation is highly linked to the accuracy of the flow results. A

highly detailed mesh can capture the microscale fluid motion, but such precision

is often unnecessary. What is more, the computational cost of solving differential

equations is proportional to the mesh size. This signifies that a compromise between

mesh density and computational cost should be performed, taking into account the

nature and the scale of each problem105. Finding out the suitable mesh size and its

distribution is usually time-consuming and involves trial and error tasks. The final

mesh is usually selected upon mesh sensitivity analysis106. In this type of analysis,

we assess the impact of mesh density (discretization of the computational domain)

on the results of numerical simulations. At the same time, we should monitor the

flow convergence plots, to ensure sufficient result precision. Finally, the fulfillment of

some standard mesh criteria, such as minimum orthogonality and maximum aspect

ratio, should be taken care of. As it appears, mesh generation and selection of the

final mesh constitute a multifactorial process. Below, we outline the employed mesh

procedure for our applications, utilizing the Ansys® Fluent Watertight geometry

meshing tool.

2.3.1.1 Study I

For the meshing of the neonate’s cardiovascular geometry including the shunt

(Fig. 4), an unstructured mesh consisting of 1.79 million polyhedral elements was

built. The minimum and maximum cell size of the surface mesh was set equal to

0.2 and 2 mm respectively. To capture the laminar ongoing phenomena close to

the boundaries, ten uniform distributed inflation layers with a growth rate of 1.05

and a total thickness of 2.5 mm were introduced. In Fig. 8, a cross-section of the

implant’s mesh is presented. The minimum orthogonal quality and the maximum

aspect ratio were calculated equal to 0.21 and 25 respectively. According to Ansys

documentation, these values lay within the acceptable mesh tolerance limits.

Before deciding on the final mesh, a mesh sensitivity analysis was performed.
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Figure 8: Illustration of the mesh in a cross-section of the shunt (left), further zoom in the ten

inflation layers (right)

For this purpose, we generated five meshes with different densities. Afterwards,

we solved the flow equations on them and we calculated the area averaged Wall

Shear Stresses of the surface of the shunt. We selected this geometrical part because

we needed sufficient flow solution precision in it. The results of our analysis are

exposed in Fig. 9. The shunt’s average Wall-Shear-Stress is getting stabilized for

meshes with a density of 1.79 million cells or more. This signifies that our solution

won’t change significantly beyond this mesh size. For this reason, we selected the

above-mentioned mesh for our simulations.

Figure 9: Mesh sensitivity analysis for MBTS study: calculation of area-averaged wall shear

stresses as a function of mesh size, red-colored final mesh

2.3.1.2 Study III

For the meshing of the three stent grafts, a similar procedure was followed. We
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performed a sensitivity analysis to detect the most appropriate meshes for our sim-

ulations. In this case, the investigated variable was the maximum wall shear stress,

which was located in the bifurcation region for all grafts. The results of the mesh

sensitivity analysis for models 1, 2 and 3 are presented in Fig. 10, 11, 12 re-

spectively. Considering the balance between the computational cost and the mesh

refinement, we selected the meshes with the following densities: ≈2.1 million cells

for model 1, ≈2.5 million cells for model 2, and ≈2.3 million cells for model 3.

An interesting observation in the presented graphs is that the maximum wall shear

stress is overestimated in the coarse meshes of models 2 and 3 and underestimated

in the similar density mesh of model 1. When using a coarse mesh in numerical

simulations, there is a tendency for numerical diffusion to occur, leading to the loss

of critical flow features. However, the direction of this smoothed-out effect cannot

be easily predicted.

Figure 10: Mesh sensitivity analysis for model 1: calculation of maximum wall shear stress (WSS)

as a function of mesh size, red-colored final mesh

Figure 11: Mesh sensitivity analysis for model 2: calculation of maximum wall shear stress (WSS)

as a function of mesh size, red-colored final mesh

20



2 MATERIALS AND METHODS

Figure 12: Mesh sensitivity analysis for model 3: calculation of maximum wall shear stress (WSS)

as a function of mesh size, red-colored final mesh

Polyhedral mesh elements were employed for the meshing of all the models: the

maximum cell length was set to 0.9 mm. The aortic wall was treated with 5 boundary

layers with a growth rate of 1.2 and a transition ratio equal to 0.272. The boundary

layer set-up is crucial, especially for the calculation of the WSS. In our case, the

adopted set-up was selected based on the recommendations of Ansys® Fluent user

guide and by looking up already conducted CFD studies in the area of ascending

aorta107,108. The following mesh quality criteria were respected in all the generated

meshes: minimum orthogonality >0.2, maximum aspect ratio <15, and maximum

skewness <0.25. An illustration of the mesh in the main cross-section of the stents,

with emphasis on the grafts’ bifurcation and the transition area between zones 3 to

4, is provided in Fig. 13.

Figure 13: Final computational mesh for model 1 a), model 2 b), and model 3 c) with emphasis

on the construction of 5 boundary layers on the aortic wall. The total thickness of the layers is

lower at the level of the iliac bifurcation, where the local curvature is high.
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2.3.2 CFD set-up

Ansys® Fluent, Release 22R1 and 22R2 were used to solve the governing flow equa-

tions for studies I and III accordingly. In the following section, the flow regime, the

boundary conditions, the discretization schemes, and the developed user-defined

functions are described separately for the two relevant works.

2.3.2.1 Study I

With regards to the MBTS study, a steady state flow regime was adopted and the

k-ω SST model was employed for the integration of the turbulent phenomena109,110.

The main reason for including a turbulent model was that the Reynolds number on

the shunt’s level was remarkably high, i.e. ≈ 5000, and the laminar solver could not

capture the ongoing phenomena. The k-ω SST model was selected against the other

turbulence models because it offers good accuracy in the boundary layer region close

to the wall. This area is particularly important for the calculation of WSSs. Kabir

et al. 111 and Perinajová et al. 112 confirmed the good agreement between this model

and experimental aortic flow data in the wall vicinity.

The blood was considered as a Newtonian fluid with a density and viscosity

equal to 1060 kg/m3 and 3.5 ·10−3 Pa · s, respectively. Even though the blood is a

non-Newtonian fluid, it follows Newtonian nature when the shear rate is above 100

s−1. This happens in large blood vessels like the aorta113,114. Therefore, considering

the blood as a Newtonian fluid is a satisfactory assumption115.

We opted to model the systolic peak condition in our simulation as it is one of

the most critical phases in the cardiac cycle. During systole, when arterial pressure

attains its peak, the stresses applied on both the aorta and the implant are maxi-

mized. The examination of these stresses can unveil the presence of cardiovascular

issues such as stenosis and thrombosis116.

The selection of the boundary conditions was performed keeping in mind the

age of the studied patient, i.e. an infant. More precisely, we applied a plug inlet

velocity boundary condition equal to 0.24 m/s at the aortic valve section. The

aortic branches, i.e., the Right/Left Common Carotid Arteries (RCCA/LCCA),

Left Subclavian Artery (LSA), and descending aorta (DA) were handled with a
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constant pressure condition of 55 mmHg. The Right Subclavian Artery (RSA) was

treated with a 48 mmHg condition117. These values were selected upon discussion

with surgeons from Fondazione Toscana ‘Gabriele Monasterio’. For the pulmonary

branch, the right and the left pulmonary artery (RPA/LPA) boundary conditions

were set to a constant pressure condition of 8 mmHg and 7 mmHg, respectively

118. These pressure values correspond to the physiological pressure conditions of

an infant. Finally, a wall condition was imposed on the pulmonary valve boundary

to simulate the pulmonary atresia (PA) condition. An illustration of the selected

boundary conditions is presented in Fig. 14.

Finally, concerning spatial discretization, second-order upwind schemes were se-

lected for momentum, turbulent kinetic energy, specific dissipation rate, and second-

order pressure.

Figure 14: Depiction of the boundary conditions for the aortic and the pulmonary valve (PA)

section, the aortic and the pulmonary branches.

2.3.2.2 Study III

In the case of the stent graft work, transient laminar simulations were launched to

capture the blood flow field throughout the heart cycle. Following the same rationale

as the study I, the blood was modeled as a Newtonian fluid with constant viscosity
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Graft type Extension side Proximal Resistance R
(

kg
m4·s

)
Capacitance C

(
m4·s2
kg

)
Distal Resistance Rd

(
kg

m4·s

)
Model 1 contral. 1.195 e+08 1.415 e-09 1.475 e+09

ipsil. 5.315 e+07 3.184 e-09 6.555 e+08

Model 2 contral. 1.294 e+08 1.308 e-09 1.596 e+09

ipsil. 5.142 e+07 3.292 e-09 6.342 e+08

Model 3 contral. 1.195 e+08 1.415 e-09 1.475 e+09

ipsil. 5.315 e+07 3.185 e-09 6.555 e+08

Table 3: RCR parameters for the ipsilateral and the contralateral outlets of model 1, 2, and 3

equal to 3.5 ·10−3 Pa s and density set to 1060 kg/m3. A plug-inlet velocity profile,

obtained from the blood flow rate curve at the level of the infrarenal aorta, was

imposed on the aortic neck cross-section119. A Resistance-Compliance-Resistance

(RCR) model was adopted for the common iliac contralateral and ipsilateral out-

lets. The velocity and pressure curves are presented in Fig. 15. As shown, the

velocity profile receives negative values between 0.35 and 0.45 s. Flow reversal is

a common phenomenon in the infrarenal aorta during early diastole, especially in

resting conditions120,121. The values of the three-element model were calculated via

an in-house MATLAB script so that the outlet pressure curve lies within the phys-

iological range, i.e. 80 and 120 mmHg. Further details can be retrieved in Table 3

and Fig. 16. Finally, a PISO (Pressure-Implicit with Splitting of Operators) solver

was employed for the pressure-velocity coupling while second-order schemes were

used for the spatial discretization.

Figure 15: Inlet velocity curve and average pressure outlet curve imposed on the stent grafts

during the heart cycle
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Figure 16: Schematic sketch of the stent graft geometry and the adopted RCR boundary con-

ditions for the case of model 1. Similar boundary conditions were applied for the rest models

where: u is the inlet velocity of Fig. 15, R, Rd, the proximal and the distal resistance, and C, the

capacitance given in Tab. 3.

2.3.3 Study III: Flow analysis parameters

2.3.3.1 Shear Strain rate

As outlined in the introduction, elevated shear strain rates (SSR) induce the unfold-

ing of vWF, initiating the subsequent platelet processes of adhesion, aggregation,

and activation. For tracking the reformation of vWF, we measured the magnitude

of SSR in all zones of the examined stent grafts throughout the heart cycle. As

already highlighted, the magnitude of SSR holds great significance. Hitherto, many

studies have delved into the estimation of the critical SSR above which the vWF

changes morphology. Casa et al. 122 suggested that shear rates should be kept be-

low 5000 s−1 to reduce the risk of IPT formation. Ruggeri 123 calculated that after

seven flow seconds, single platelets started adhering and aggregating to the artery

boundary when the wall shear rate was 3000 s−1. Sakariassen et al. 124 considered

the SSR above 4000 s−1 as pathological. Taking into consideration these works, we

computed the volume, VSSR, for each zone of the considered grafts in which SSR

exceeds 3000 s−1, in line with the most conservative study:

VSSR =
N∑
i

vcell ∀ SSRcell > 3000 s−1 (1)

where N is the total number of cells of each zone, vcell is the volume of each cell
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within a zone.

2.3.3.2 WSS-related indices

As highlighted in the introduction, the analysis of wall shear stresses (WSS) can be

used for examining the endothelium’s health and therefore possibly predicting IPT

events. Among the most diffused WSS-related indices are the following:

• Time Averaged Wall Shear Stresses (TAWSS): Low WSS regions within med-

ical devices have been previously linked to blood clot formation125,126. Bio-

chemically, low values of WSS are related to a decrease in the production

of prostacyclin, prostaglandins, and nitric oxide (NO), which are agents in

charge of protecting the arterial wall against pro-thrombotic activities127,128.

Most studies suggest that TAWSS in the range of 0.2 – 0.3 Pa are linked

with blood clotting. The definition of TAWSS is given from the following

equation:

TAWSS =
1

T

∫ T

0

|WSS|dt, (2)

where T is the duration of a heart cycle.

• Oscillatory Shear Index (OSI): OSI represents the temporal variation in WSS

direction,

OSI =
1

2

(
1 −

|
∫ T

0
WSSdt|

TAWSS

)
(3)

and has been shown to affect the endothelial cells (EC) behaviour129. The

majority of studies support that there is an association between high OSI and

thrombus formation130. More precisely, regions with OSI exceeding ≈0.3 are

considered as thrombo-prone86,84. However, some studies have contradicted

this, finding low OSI in thrombotic regions87,131,132.

• Endothelial Cell Activation Potential (ECAP ): The endothelial cell activa-

tion potential characterizes the degree of thrombogenic susceptibility87. This

parameter localizes regions of high OSI and low TAWSS by using the ratio

of OSI and the TAWSS.
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ECAP =
OSI

TAWSS
(4)

Areas with ECAP values above 1.4 Pa−1 are viewed as thrombo-prone84.

2.3.3.3 Backflow and vector analysis

Our study also focused on the quantification of the recirculating areas. Undeni-

ably, the measurement of the length and intensity of a recirculation region is a very

demanding task because of the dynamic nature of the blood flow. To tackle this

challenge, we examined recirculation by two different means: the quantitative cal-

culation of the backflow and the qualitative illustration of the flow velocity vectors.

The estimation of backflow stems from the fact that part of a swirl, which exists

within a flow, has a negative velocity with respect to the main bloodstream. By

measuring this portion of the swirl, we can get an estimation of the existence and the

magnitude of recirculation. However, backflow does not occur only due to recircu-

lation. It can also happen because of flow deceleration, imposed change in the flow

direction, and flow turbulence. In our application, we are interested in the backflow

due to flow separation. Nonetheless, we cannot exclude the backflow deriving from

other sources. Keeping that in mind, our study proposes that the detection of back-

flow can be used as a tool for further investigating whether a recirculation area really

exists. In other words, backflow constitutes a necessary but not sufficient condition

for the existence of recirculation. For enhancing the analysis of the backflow and

recirculation patterns, the backflow magnitude and intensity of each fluid zone were

defined with the following indices:

Vback =
N∑
i

vcell ∀ ucell < 0, (5)

Vback(%) =
Vback

Vzone

· 100%. (6)

where Vback is the volume summation of the cells that have a negative velocity

component ucell with respect to the main flow direction. Finally, Vback (%) is the

percentage of backflow volume with respect to the total volume of each zone, i.e.,
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Vzone. A similar approach was adopted by Martorell et al. 90 , who evaluated the

degree of flow recirculation through the analysis of velocity vectors.

2.3.4 Study III: User Defined Functions

For the application of the RCR model on the grafts’ outlets and the analysis of

the results of the stent grafts’ study, we generated some tailored codes, named

User-Defined Functions (UDFs). In the context of Ansys® Fluent, a UDF is a cus-

tomized function that users can create to extend or enhance the standard features

of the FLUENT solver. These functions allow users to define their own boundary

conditions, material properties, specify customized model parameters (e.g., discrete

phase model (DPM), multiphase models), initialize a solution, or facilitate postpro-

cessing. UDFs are written in the C programming language using any text editor

and the source code file is saved with a .c extension. Multiple UDFs can be defined

within one source file. Finally, to utilize UDFs, it is necessary to undergo a com-

pilation process. In our case, we used the Build-in Compiler provided within the

Fluent environment.

For carrying out our study, we created four distinct UDFs for the following

operations:

• Quantification of the percentage of the backflow volume of each zone through-

out the heart cycle, via backflow.c

• Measurement of the graft’s volume exposed to high shear strain rates, >3000

s−1 per zone, via shear rate.c

• Assessment of TAWSS, OSI, ECAP , via stresses.c

• Implementation of RCR model on the graft’s outlets, via RCR.c

In Fig. 17, the flow chart of backflow.c is presented. The code begins by initial-

izing a summation variable, Vback,i, for each zone, i, of the stent graft. Subsequently,

a zone loop starts, in which we examine the N cells of each zone. The value of N

changes from zone to zone. Then, we analyze the velocity of each cell, j, of each

zone, i, in a local coordinate system that is perpendicular to the graft’s centerline.
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If the Uz component is negative, then we set the value of the flag variable named

V ar(i, j) to 1 and we add the volume of the cell, V (i, j) in the summation variable

of the zone that it belongs to, i.e., Vback,i. If the Uz component is positive, i.e. blood

moving downstream, the flag V ar(i, j) is set to zero and the cell loop continues. The

algorithm ends when all zones are examined. This procedure is executed for every

time step. We deem this velocity analysis accurate since there are minimal changes

in the centerline direction in most segments of the graft. By knowing the backflow

volume of each zone, Vback,i, we calculated the percentage of the backflow over the

total volume of each zone with equation 6.

Figure 17: Flow chart of backflow.c including the velocity analysis on a local coordinate system

In Fig. 18, the results of backflow.c are showcased. In this example, we are

examining the flow on zones 3 and 4 of model 1 at the systolic peak. On the left

side (a), where velocity magnitude vectors are plotted, a significant swirl appears to

be formed near the aortic wall. On the right side (b), our algorithm has captured

the backward-moving portion of this swirl, i.e. volume represented in red. With

the exhibited example, the effectiveness of the adopted approach for the detection

of recirculating areas is demonstrated.
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Figure 18: Results of backflow.c algorithm: good correlation between recirculation and backflow

on zones 3 and 4 of model 1 at the systolic peak

A similar procedure was followed for the calculation of the graft’s volume that

is exposed to shear strain rates above 3000s−1, i.e. shear rate.c algorithm. For

clarification purposes, we did not calculate the shear strain rate directly. Such a

task is very complex because we would have to analyze the strain rate tensor, i.e.

3 x 3 matrix, into a local coordinate system on each cell and then retain only the

off-diagonal elements. Instead, we calculated the magnitude of the strain rate tensor

on each computational model and we found out that the peak values, that are of

interest, occur on the graft’s wall. In this region, shear forces dominate, therefore,

the assumption that the strain rate is almost equal to the shear strain rate is valid.

2.4 Finite Element

In this section, the Finite Element (FE) modeling of the EVAR study is presented.

Initially, the surface mesh generation and the problem’s boundary conditions are

described. Then, the model’s parameterization in terms of mechanical and clinical

properties is reported. The geometrical parameterization of the problem is omitted

since it is explicitly described in the section 2.5.3.

2.4.1 Study II: Set-up

The simulation of EVAR navigation was performed with the commercial FE soft-

ware, Ansys® LS-DYNA, Release 22R1. The segmented geometry of the aorta was
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discretized with triangular shell elements, choosing a thickness of 2.5 mm and a

characteristic length of 1.4 mm (obtained based on a mesh sensitivity analysis), and

modeled as a linear elastic material. A geometric model of the guidewire was created

and discretized with beam elements, selecting a 4 mm length and assuming linear

elasticity. As illustrated in Fig. 19, the guidewire had a flexible tip, which was mod-

eled with a gradually decreasing elastic modulus. More precisely, it was divided into

three parts, and the following values of stiffness were applied, respectively: 1, 10,

and 50 GPa133. A rigid introducer was included to avoid undesired movements of

the guidewire outside the vessel. For the sake of simplicity, henceforth, the baseline

finite element case will be denoted as baseline.k.

The insertion of the stiff guidewire in the left iliac artery was simulated by

imposing a velocity curve to the most distal node of the guidewire as proposed by

Gindre et al. 133 . Previous works133,56 have shown that the simulation results are

not sensitive to the insertion speed. Thus, to minimize simulation time, insertion

was performed at an insertion speed of 500 mm/s, with a duration of insertion

equal to 1.2 s. The nodes of the proximal and distal endings of the vessel were

fixed. An Automatic Beams to Surface contact algorithm, based on soft constraint

penalty formulation, was applied between the guidewire and the vessel. The adopted

numerical high-fidelity model was previously validated against in-vitro experiments

that replicated the EVAR procedure56.

2.4.2 Study II: Mechanical and Clinical Parameterization

The above-described FE model was mechanically and clinically parameterized

through in-house written Python scripts. The term ‘mechanically’ is used here

to denote the material properties of the aortic tissue and the guidewire, whereas the

term ‘clinically’ is employed to signify the clinicians’ preferred insertion orientation.

Initially, the aortic elasticity was selected as a critical parameter due to its piv-

otal role in determining the vessel’s flexibility during endovascular interventions.

Furthermore, this parameter exhibits substantial variability among patients. Upon

literature review134, we decided to explore the range of aortic elasticity, Eaorta be-

tween [0.8 – 3] MPa, considering a population of aneurysmatic subjects.
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Figure 19: Illustration of the FE set-up: a) depiction of the adopted aortic structure with

constrained motion on its extremes, guidewire, and introducer models. The guidewire is inserted

in the introducer to reduce undesired movements. b) EVAR snapshot in which the guidewire is

developed through the left iliac artery.

The stiffness of a guidewire plays also a crucial factor in determining the effec-

tiveness of EVAR. For example, a very stiff guidewire may lead to vessel damage

whereas a rather soft one could hinder the navigation through tortuous vessels. Tak-

ing this into consideration, we investigated the effect of the Young’s Modulus of the

guidewire, Ewire in the range of 60 to 200 GPa. This range corresponds to the soft-

est and the stiffest commercial guidewire types available in the market: Amplatz

Super Stiff (Boston Scientific) and Lunderquist Extra Stiff (Cook Medical), respec-

tively135,54. For enabling the automated tunning of the mechanical parameters, i.e.

Eaorta, Ewire, we developed a Python code, i.e. mechanical.py, which changed the

baseline case according to user’s input values.

Finally, we introduced two guidewire insertion angles, i.e. ϕ and θ, on the sagittal

and the frontal view accordingly, as shown in Fig. 20. Our aim was to reproduce

the insertion orientation adopted by each clinician. The spans of ϕ and θ were

ranging between [-25 – 0]◦ and [0 –20]◦, accordingly. These values respected the given

anatomical boundaries and tools’ maneuverability, i.e., the presence of the spine, the

supine position of the patient, and the access from the femoral artery. In practice,

to perform changes in angles ϕ, θ, we rotated the guidewire nodes around the y and
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z axis, presented in Fig. 20, through a developed Python code, called clinical.py.

Further details on the investigated parameters and their corresponding ranges are

reported in Table 4.

Figure 20: Detail of the insertion angles ϕ and θ in the sagittal and frontal views, respectively.

Definition of the local coordinate system used for the nodes’ rotation.

Parameter Description Range

Eaorta Young’s Modulus of aorta [0.8 – 3] MPa

Ewire Young’s Modulus of guidewire [60 – 200] GPa

ϕ insertion angle - saggital plane [-25 – 0]◦

θ insertion angle - frontal plane [0 – 20]◦

Table 4: Range of the mechanical and clinical explored parameters of the FE model

2.5 Radial basis functions - Morphological Parameteriza-

tion

2.5.1 RBF Background

Radial basis functions consist of a powerful mathematical tool for interpolating

data which has further proven to be reliable and accurate in the mesh morphing
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of a discretized computational model’s domain136. The mesh morphing action is

performed by imposing a desired displacement on a set of points, named source

points. Then, a displacement field is interpolated and applied to the nodes of the

computational model, named target points. The interpolation result depends on the

selection of the radial function and on the type of support (local or global) that it

offers. The nucleus of the RBF theory is based on the calculation of unknown weight

functions and polynomial terms from known data (displacement at source points in

case of mesh morphing). The RBF approach can be applied to multidimensional

problems as well137,138.

The general form of the interpolation function consists of a radial basis and a

polynomial term, as shown in equation 7:

s(x) =
N∑
i=1

γiϕ(||x− xki||) + h(x). (7)

The scalar function s(x) is defined for each arbitrary point in space x and repre-

sents the point’s displacement after the morphing action. The movement of a point

can be considered as the aggregation of its interactions with all the source points

xki. This is known as the Euclidean distance between source xki and target points

x multiplied by the radial function ϕ and the coefficient γi. The additional polyno-

mial factor h(x) is introduced to guarantee the existence and the uniqueness of the

solution.

The linear system becomes solvable with the fulfillment of a desired displacement,

gi, at the source points and the implementation of the orthogonality conditions:

s(xki) = gi, 1 ≤ i ≤ N and
N∑
i=1

γih(xki) = 0. (8)

According to Micchelli 139 , a unique interpolation polynomial exists if the basis

function is a conditionally positive definite function. Assuming that the basis func-

tions are conditionally positive definite of order m ≤ 2, the linear polynomial can

be expressed in 3D space as follows:

h(x) = β1 + β2x + β3y + β4z. (9)

The weights of the linear polynomial of equation 9, βi, are calculated such that

the given value at the source points xki can be retrieved exactly. It is crucial to
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underline that mesh morphing is obtained through a vector field displacement, while

RBF are scalar functions. Therefore, the interpolation of a 3D set of displacement

at source points can be performed using the following equations:

sx(x) =
N∑
i=1

γx
i ϕ(x− xki) + βx

1 + βx
2x + βx

3y + βx
4 z. (10)

sy(x) =
N∑
i=1

γy
i ϕ(x− xki) + βy

1 + βy
2x + βx

3y + βy
4z. (11)

sz(x) =
N∑
i=1

γz
i ϕ(x− xki) + βz

1 + βz
2x + βz

3y + βz
4z. (12)

The morphing action can be restricted in the space by establishing a domain

beyond which the mesh remains unaltered.

RBF techniques are gaining more and more ground in the Computer-Aided En-

gineering (CAE) field. Their application has already spread in the automotive140,

naval141, aeronautical142, energy143, and medical field144,145. Their main advantage

is their potential to morph the mesh without changing its topology or its consistency

while retaining disk usage at low levels. Thanks to this feature, the time consuming

re-meshing process can be avoided. RBF-based mesh morphing allows for precise

control of the source points’ final position while at the same time preserving a high

degree of mesh quality.

2.5.2 Study I

The RBF Morph (www.rbf-morph.com) software program was employed to mold the

configuration of the shunt, using the baseline mesh, as described in section 2.3.1.1,

as a starting point. Initially, we ensured that baseline mesh was characterized by

good quality to restrict the mesh deterioration post morphing. As already explained

in section 2.5.1, we strategically selected some source points. The source points , xki,

were organized into four sets on the implant’s district, as depicted in Fig. 21a,b. The

morphing action was constrained inside the borders of the blue cylinder indicated

in Fig. 21a, called domain. The four different sets of source points were generated

and placed in:

• the inferior boundary of the shunt’s geometry (ISP)
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• the central segment of the shunt, corresponding to the maximum cross-

sectional diameter (DSP)

• the cylindrical periphery of the shunt’s geometry (CSP)

• the superior boundary of the shunt’s geometry (SSP)

Adhering to the clinicians’ needs, twelve RBF transformations were introduced

to cover the wide spectrum of possible shunt configurations. The shunt’s geometry

was modified by imposing linear translation and rotation to its upper, central, and

lower section. The combination of all the RBF modifiers enabled the creation of

complex shunt configurations. For the determination of the RBF modifiers, a local

coordinate reference system (LCRS) was defined. The LCRS was placed on the

shunt’s cross-section centerline (Fig. 21b).

Figure 21: Illustration of the source points on the superior, middle, and lower part of the shunt,

i.e. SSP, DSP, and ISP sets respectively. The source points are used for driving the morphing

action. Blue colored cylindrical morphing domain a), CSP source point set in the periphery of the

shunt with the local coordinate reference system (LCRS) b).

The center line of the implant was defined according to Biancolini et al. 146 . The

setup of each modifier was built by activating a group of source points subjected to

a predefined motion. The action of each modifier and its source points’ motion are

reported below:

• dl-1-vol—Rigid motion of ISP along the ±x direction: sliding of the shunt’s

root along the length of the pulmonary artery (Fig. 22a).
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• dl-2-vol—Rigid motion of SSP along the ±x direction: sliding of the shunt’s

top segment along the length of the right subclavian artery (Fig. 22b).

• dr-1-vol—Rigid motion of ISP along the ±y direction: sliding of the shunt’s

root along the width of the pulmonary artery (Fig. 22c).

• dr-2-vol—Rigid motion of SSP along the ±y direction: sliding of the shunt’s

top segment along the width of the right subclavian artery (Fig. 22d).

• mid-dl-vol2—Rigid motion of DSP along ±x direction: inflation or deflation

towards the ±x axis (Fig. 22e).

• mid-dl-vol—Rigid motion of CSP along ±x direction: inflation or deflation

towards the ±x axis (Fig. 22f).

• mid-dr-vol2—Rigid motion of DSP along ±y direction: inflation or deflation

towards the ±y axis (Fig. 22g).

• mid-dr-vol—Rigid motion of CSP along ±y direction: inflation or deflation

towards the ±y axis (Fig. 22h).

• rl-1-vol—Rotation of ISP with respect to the y axis of LCRS: the shunt’s root,

which is located on pulmonary boundary, is revealed or hidden on the zx plane

(Fig. 22i).

• rl-2-vol—Rotation of SSP with respect to the y axis of LCRS: the shunt’s

upper segment which is located on the right subclavian aortic boundary, is

revealed or hidden on the zx plane (Fig. 22j).

• rr-1-vol—Rotation of ISP with respect to the x axis of LCRS: the shunt’s root

is revealed or hidden on the yx plane (Fig. 22k).

• rr-2-vol—Rotation of SSP with respect to the x axis of LCRS: the shunt’s

upper segment is revealed or hidden on the yx plane (Fig. 22l).

The shape factors were employed by using amplification factors to determine the

extent of their influence on the morphology of the MBTS. The amplification factor

of the dl-1-vol, dl-2-vol, mid-dl-vol, mid-dl-vol2, mid-dr-vol, and mid-dr-vol2 ranged

between −0.5 and 0.5, whereas the range of the rest of the shape parameters was
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modified between −5 and 5. The action of each shape parameter is showcased in

Fig. 22, where the maximum and minimum effect of each modifier is displayed.

Figure 22: Morphing effect of the twelve RBF shape modifiers: dl-1-vol (a); dl-2-vol (b); dr-1-

vol (c); dr-2-vol (d); mid-dl-vol2 (e); mid-dl-vol (f); mid-dr-vol2 (g); mid-dr-vol (h); rl-1-vol (i);

rl-2-vol (j); rr-1-vol (k); rr-2-vol (l).

For morphing the shunt as a combination of the twelve modifiers, the mesh was

modified successively according to the amplification factor that was imposed on each

shape modifier. This sequence of mesh morphing actions induced the risk of mesh

quality deterioration. To control this hazard, the maximum mesh cell squish was

monitored after each morphing action.

2.5.3 Study II

In the context of the EVAR study, the morphological parameterization of the aortic

geometry was performed with the Python version of the RBF Morph software. This

software allowed us to rapidly generate new configurations of the baseline abdominal

aorta (Fig. 19). For the mesh morphing of the aortic geometry, we introduced

three shape parameters: the supra- and infra-renal neck angles, α and β, defined

according to previous works147,148, and the tortuosity of the left iliac artery, τ . All

the considered parameters are depicted in Fig. 23 a).
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Figure 23: Description of the morphing actions: a) Morphing parameters: α, supra-renal neck

angle; β infra-renal neck angle; L1 and L2 that are respectively the length of the left iliac artery and

the Euclidean distance between its ending points, these lengths are used to calculate the tortuosity

of the iliac artery, τ , according to equation 13. b) Set of source points SPn, SPa and SPi, with the

corresponding domains Dn, Da and Di. The black dotted lines indicate the direction of translations

imposed on each set of source points. c) Example of morphed geometry (wire-frame), overlaid onto

the original geometry shown in transparency.

The tortuosity of the iliac artery was defined as follows149:

τ =
L1

L2

− 1, (13)

where L1 and L2 are respectively the length of the left iliac artery and the Eu-

clidean distance between its ending points. In this study, solely the tortuosity of

the left iliac artery was considered because we hypothesized that this was the side

of insertion.

To perform shape changes, three different sets of source points SPn, SPa and

SPi, shown in Fig. 23 (b), were generated using LS-PrePost processor:

• SPn, located in the neck region

• SPa, placed in the middle part of the aneurysm, e.g. aortic bulge.

• SPi, positioned in the middle of the left iliac artery.

For changing angle, α, we translated the source points SPn in the direction of
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the black dotted line, as the arrows of Fig. 23b indicate. All the nodes within the

domain Dn were displaced according to the interpolating equation 7. The nodes

outside the domain borders were not affected by the morphing action. A similar

procedure was performed for angle, β, and tortuosity τ using the source points

SPa, SPi and restricting the morphing inside the domains Da and Di accordingly.

We chose the domains of the three shape modifiers such that they do not overlap,

to keep the morphing process simple. An example of the output of the morphing

action is depicted in Fig. 23c. As already mentioned, the morphing procedure was

achieved by coding in Python, using the RBF Morph libraries. The developed

code, i.e. morphological.py, was able to change the values of the morphological

parameters α, β, and τ according to the user-defined displacement on the source

points SPn, SPa and SPi.

Regarding the range of the aortic shape modifiers, we chose values to capture

reasonable morphological variations that have clinical meaning. In Table 5, the in-

vestigated spectrum of each shape modifier is reported. The selection of the param-

eters was driven by literature data. Severe supra- and infra-renal neck angulation,

i.e. α and β greater than 60◦, are associated with increasing risk of post-operative

complications, such as type 1A endoleaks147,150. High values of iliac tortuosity, τ , are

correlated with increasing levels of deformations and more challenging procedures46.

Parameter Description Range

α supra-renal neck angle [30 – 55]◦

β infra-renal neck angle [25 – 60]◦

τ tortuosity of left iliac [0.09 – 0.15]

Table 5: Range of the morphological parameters of the examined FE parametric model

The combination of the selected morphing parameters enabled us to explore

a broad spectrum of possible aortic configurations. In this way, we were able to

construct hypothetical patient configurations and run simulations on them. The

time needed for each morphing action was equal to 0.1 s, i.e. instantaneous software

response.

Finally, we performed a control on the mesh quality after the application of the

most radical morphing actions. The mesh was evaluated in terms of skewness and

40



2 MATERIALS AND METHODS

Jacobian ratio. Our results showed that the mesh deterioration was very low, i.e.

negligible. More precisely, the skewness was kept below 0.8 and the Jacobian ratio

was above 0.15 for all the mesh elements. This was expected as the morphing was

applied only on a surface mesh, which is more tolerant to changes compared to a

volume mesh.

2.6 Reduced Order Modeling

In this part, the reduced order modeling technique is analyzed. Initially, the ROM

theoretical background is introduced and then the hands-on ROM creation proce-

dure is explained for both studies I and II.

2.6.1 ROM Background

A Reduced Order Model (ROM) is a simplified mathematical representation of a

complex system or process that captures its essential behavior while significantly

reducing the computational cost and complexity associated with modeling and sim-

ulation151. The principal idea behind ROM is that a generic problem has an intrinsic

dimension much lower than the number of degrees of freedom of the discretized sys-

tem. There are mainly two distinct approaches in ROM generation: the model-based

and the data-driven152. Their difference is that the first builds a mathematical model

of the system, typically represented by differential equations or state-space formu-

lations, whereas the second generates a model based on observed data or simulation

data, without explicit knowledge of the underlying mathematical model. In this

study, the latter method is adopted and described.

Before delving into the ROM construction, it is crucial to outline the methodol-

ogy employed for obtaining the necessary 3D parametric simulation data. In Fig. 24,

the main steps for acquiring the ROM input data are described. According to this

diagram, initially, the baseline problem is parameterized. While there is no restric-

tion on the number of chosen parameters, it is recommended to keep this number as

low as possible to save computational power. The parameters should always be in-

dependent from one another. What is more, the range of the adopted parameters is

defined. Afterwards, we generate a Design of Experiments (DOE) table. A DOE is a
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list of several possible parameter combinations, called scenarios153,154. The selection

of a DOE technique is pivotal because it determines the scenarios’ distribution in

the desired exploration space, hence the quality of the produced data. Once the

DOE is set, we launch the corresponding simulation serially or in parallel on the

workstation. The results’ calculation typically requires substantial computational

resources and takes hours or days to be finished. Since a data-driven, i.e., blind

to the differential equations, ROM approach is adopted, a wide database of high-

fidelity solutions is required. Finally, in various software used for ROM build-up,

including Ansys® Twin Builder, it is necessary to convert the simulation data into

a snapshot form. Snapshots adhere to some specific format rules, which should be

respected.

Figure 24: Illustration of the main steps for generating the 3D parametric simulation data, used

as input for the ROM training and validation: problem parameterization (step 1), generation of a

design of experiments table (DOE) (step 2), calculation of the simulation results (step 3).

After completing the generation of parametric data, we proceed with the ROM

creation. In Fig. 25, the main blocks of this procedure are presented. The first

part of constructing a ROM consists of building a basis of vectors representative

of any field solution within the design space. For this purpose, the snapshots are

compressed into a smaller set of modes using Singular Value Decomposition (SVD).

In further detail, the SVD theorem decomposes a matrix A into three components:

A = USVT, (14)

where U represents the left singular vectors, S the singular values, and VT

the right singular vectors155. U, S and VT represent the spatial components, the

significance of each mode, and the temporal components, respectively156.
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Figure 25: Description of the main steps of the ROM workflow with the estimation of the time

needed for the completion of each step.

The singular values in the diagonal matrix S are arranged in descending order.

By exploiting this mathematical property, the matrix A, which contains all the

training data, can be approximated by a linear combination of the first r left singular

vectors i.e. U∗
i with i = 0, r. The vectors included in U∗ are referred to as modes.

The accuracy of the approximated matrix A∗ depends on the number of r left

singular vectors, i.e., increasing the number of r lowers the error tolerance. The

approximated matrix A∗
r in the basis or r modes is given by the following equation:

A∗
r = U∗

r S
∗
r V

T∗
r = U∗

r C. (15)

C = [α1, α2, . . . , αr], (16)

where C is called the mode coefficient matrix and αi are the mode coefficients.

By definition, the basis of the r modes is the optimal basis of rank r to approx-
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imate A. In order to measure the error of the approximated A∗
r, we introduce the

percentage reduction relative root mean square RMS error:

eRMS
red =

∥A−A∗
r∥

∥A∥
(17)

Following the diagram of Fig. 25, the second stage of ROM construction is focused

on the generation of the response surface (RS) of the mode coefficients αi with

i = 0, r. This is performed via interpolating between the known mode coefficient

data of the learning snapshots, αp,i. As graphically shown in Fig. 26, the response

surface is reconstructed based on the αp,i data with p = 0, N , where N is the total

number of learning snapshots. In the context of Ansys® Twin Builder, and for

performing this task, the Genetic Aggregation Response Surface (GARS) technique

is employed157. The GARS finds the best possible RS based on the selected design

of experiments by combining metamodels, settings, kernel variation, and polynomial

regression. What is more, a fitness factor is employed to minimize errors, including

cross-validation errors.

Figure 26: Response Surface generation for every mode coefficient αi based on known mode

coefficients of the learning snapshots, αp,i

Finally, the ROM solution of each new input data set can be linearly expressed

through equation 18. The variable v(p) of a selected point p(x, y, z) is calculated

as the accumulation of the product of the mode coefficient αi and the mode U∗
i for

the total number of selected modes, r:
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v(p) =
r∑

i=1

αi(p) U∗
i (p). (18)

The process of building up a ROM in the Twin Builder environment, i.e. data

reduction with SVD and mode coefficient calculation, takes usually some minutes.

Then, the ROM exploitation is performed with the use of solvers and standalone

systems in almost real-time.

As it appears from the above-described ROM build-up theory, the prediction of

the variable of interest, v(p), on a specific design point p, includes two different

errors. The first derives from the data reduction via SVD algorithm, i.e. the ap-

proximation of A in the basis U∗. The second is triggered from the calculation of

the RS of the mode coefficients with GARS algorithm, i.e. αi. A visual representa-

tion of the ROM-induced errors is offered in Fig. 27. In this figure, the exact solver

solution is stated as vref , the solution after the data reduction is named as vproj and

the final ROM prediction is named as vrom.

Figure 27: Description of the two ROM-induced errors: the first derives from the SVD procedure,

i.e. transitioning from the exact solver solution vref (blue point) to the post SVD solution vproj

(orange point). The second is caused by the GARS interpolation, i.e. shifting from the post SVD

solution vproj (orange point) to the final ROM prediction vrom (green point).

Based on these variables, the following ROM evaluation indices are introduced

for every design point: the relative reduction and ROM errors, erelred and erelROM, re-

spectively, and the absolute reduction and ROM errors, eabsred and eabsROM, respectively.
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erelred =
∥vref − vproj∥

∥vref∥
, (19)

erelROM =
∥vref − vrom∥

∥vref∥
, (20)

eabsred = max(vref − vproj), (21)

eabsROM = max(vref − vrom). (22)

Finally, the building of a ROM is a dynamic procedure in which the user should

experiment with the ratio and the selection of training and validation data. In

general, a ROM is considered successful when it estimates the variable of interest

from input combinations that are not included in the training set with sufficient

precision.

2.6.2 Study I

In this section, the ROM set-up of the study I, i.e. MBTS work, is reported. As

already analyzed in section 2.5.2, the MBTS model was parametrized with twelve

different RBF shape modifiers. Based on the range of these modifiers, we created a

DOE table including 150 scenarios. The scenarios’ generation was performed in a

systemic way, employing the Optimal Space Filling algorithm of Ansys® DesignX-

plorer, Release 22R1. This algorithm guarantees the optimal spatial allocation of

the investigated scenarios in the design space.

Once the DOE was set up, we wrote a script in Fluent scheme language that

performed the morphing of the shunt according to the values of each scenario of

the DOE table. Finally, before running the parametric simulations, we selected the

output variables of interest, i.e. v as defined in equation 18, which in our case were

the volume velocity, the wall pressure, and WSS of the whole model. The results

were exported directly in the format of snapshots, therefore no postprocessing was

needed. The entire computational part was performed on a workstation equipped
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with two Intel Xeon 3.00 GHz processors, exploiting 14 cores from each of them and

256 GB of shared RAM. The snapshots’ generation took approximately 20 hours.

Afterwards, snapshots were imported in ROM Builder (Ansys® Electronics, Re-

lease 22R1). As previously described, part of them was used for feeding the reduc-

tion algorithm. We performed data reduction using several different sizes of training

datasets. Our objective was to determine the optimal size of the training dataset,

which would give us the desired reduction precision. The reduction threshold error,

i.e. eRMS
red , was selected for each ROM individually depending on its complexity. In

tables 6, 7, and 8, a sensitivity study on the reduction error, eRMS
red , as a function

of the size of the training dataset is reported for the pressure, velocity, and WSS

ROM. The corresponding number of modes, r, is also presented.

Pressure ROM

Size of training dataset eRMS
red (%) Number of modes r

50 0.354 12

70 0.295 16

85 0.269 19

100 0.244 22

120 0.205 27

Table 6: Sensitivity study on the reduction-induced error, eRMS
red , as a function of the size of the

training dataset for the pressure ROM

Velocity ROM

Size of training dataset eRMS
red (%) Number of modes r

50 9.389 11

70 8.917 12

85 8.416 14

100 8.136 16

120 7.424 18

Table 7: Sensitivity study on the reduction-induced error, eRMS
red , as a function of the size of the

training dataset for the velocity ROM

As vividly depicted in the tables, the percentage of reduction error of pressure

ROM is substantially lower than the one of velocity and WSS. This happens because
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WSS ROM

Size of training dataset eRMS
red (%) Number of modes r

50 8.878 9

70 7.82 12

85 6.924 16

100 6.679 18

120 6.01 22

Table 8: Sensitivity study on the reduction-induced error, eRMS
red , as a function of the size of the

training dataset for the WSS ROM

the pressure on the cardiovascular wall does not change drastically for the various

explored MBTS configurations. Another significant remark is that the pressure and

WSS ROM predict solely surface values whereas the velocity ROM is calculated for

the whole internal volume. This makes the latter ROM much more prone to higher

SVD reduction errors by default. Finally, we can see that the magnitude of the SVD

error is particularly high for small sizes of training data, i.e. 50 and 70, for both

the velocity and WSS ROM. This indicates that the blood flow complexity cannot

be captured with so few learning data.

Taking into consideration the data reduction sensitivity results, we decided to opt

for high accuracy by using 120 scenarios as learning data for all ROMs. Therefore,

the number of chosen modes, r, for ROM build-up was 27 for the pressure, 18 for the

velocity, and 22 for the WSS evaluation (Table 6, 7, 8). The remaining 30 snapshots

were subtracted from the available dataset and were used for the ROM verification.

The validation data were selected based on an optimal distribution algorithm to

avoid results bias.

2.6.3 Study II

In the context of the study II, i.e. EVAR on AAA patients, to acquire the ROM

model, we had to feed the ROM Builder with parametric FE simulation results. In

Fig. 28, the procedure for obtaining the ROM snapshots is demonstrated by show-

casing its main steps. Starting from the baseline FE case, we generated a DOE table

varying the range of the seven mechanical, clinical, and morphological parameters,
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analyzed in sections 2.4.2 and 2.5.3. Similarly to study I, we used the Optimal

Space Filling algorithm, since exploring uniformly the design space was necessary.

The generated DOE table consisted of 300 scenarios. Then a shell script was writ-

ten to modify successively the FE baseline case, i.e. baseline.k, according to the

scenario-specified parameter values using mechanical.py, clinical.py, and morpho-

logical.py for the mechanical, clinical, and morphological modifiers respectively. At

the end of this procedure, the corresponding LS-DYNA simulations were launched.

The entire computational part was performed using 240 cores (Intel Xeon Gold

6152 CPU @2.10 GHz) in task parallelism mode. We opted for task parallelism

because individual simulations were independent. After conducting a scalability

analysis of the high-fidelity FE simulation, we found out that using 4 cores leads

to the minimum computational time which was around 25 minutes. Thus, we con-

ducted 5 sets of 60 concurrent simulations, which lasted 125 minutes in total.

The typical output of the FE simulation was a text file, i.e. nodout.k, which

contained the values of several important parameters such as velocity, displacement,

spatial coordinates, and acceleration of each node at the final timestep. In contrast

with the MBTS ROM build-up procedure, there was no direct coupling between

the FE solver and the ROM builder. For this reason, we had to develop a custom

pipeline, i.e. python scripts, for exporting the variables of interest and converting

them into binary snapshots, i.e. snapshot.bin. For this study, the selected variables

of interest, v as defined in equation 18, were the nodal displacement and the nodal

position, since we wanted to predict the final configuration of the aorta after the full

insertion of the stiff guidewire.

Theoretically, we could have selected one of those variables, either nodal dis-

placement or nodal position since we could calculate the other one using the known

initial nodal position in the baseline case. However, our purpose was the gener-

ation of a ROM that predicts the nodal displacement and at the same time, it

allows the visualization of the final aortic configuration. Having both pieces of in-

formation within the same tool could prove beneficial for clinicians’ decision-making

process pre and intra operatively. In terms of ROM terminology, the ROM built for

the nodal displacement is called physical ROM while the ROM built for the nodal

position is named as geometrical ROM. These two ROMs are superimposed: the
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Figure 28: Description of the main steps of the ROM workflow of EVAR study: implementation

of scenario-specified parameter values, launching of LS-DYNA simulations, data extraction and

conversion to binary snapshot format

geometrical ROM determines the aortic configuration shown in the Graphical User

Interface (GUI) display area and the values of the physical ROM, i.e. displacement

predictions, are projected on the corresponding nodes.

Once we acquired the snapshots of the geometrical and physical ROM, we fed

them individually to the SVD algorithm. In tables 10, 9, the results of the investi-

gation of the appropriate training data size are exhibited.

Nodal Displacement ROM (physical)

Size of training dataset eRMS
red (%) Number of modes r

50 0.504 18

100 0.342 25

150 0.252 33

180 0.225 37

200 0.2 38

Table 9: Sensitivity study on the reduction-induced error, eRMS
red , as a function of the size of the

training dataset for the nodal displacement ROM

Based on the presented tables, we chose a training dataset of 200 snapshots
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Spatial Position ROM (geometrical)

Size of training dataset eRMS
red (%) Number of modes r

50 0.012 20

100 0.0048 34

150 0.003 45

180 0.0027 49

200 0.0012 81

Table 10: Sensitivity study on the reduction-induced error, eRMS
red , as a function of the size of the

training dataset for the spatial position ROM

for both the nodal displacement and spatial position ROM. Their corresponding

percentage reduction error, eRMS
red , was equal to 0.2% and 0.0012%. According to

Ansys® Twin Builder theory, these errors are considered to be sufficiently low to

obtain an accurate ROM. We note that the ROM reduction errors have a difference

of two orders of magnitude. This can be interpreted with equation 17: the physical

ROM is normalized with the magnitude of displacement whereas the geometrical

with the absolute value of the spatial coordinates. The number of modes, r, for

the nodal displacement and spatial position ROM was 38 and 81 respectively. Since

the geometrical ROM (i.e. spatial position) is used only for visualization purposes

and its reduction error is rather low, we will focus on the physical ROM (i.e. nodal

displacement).

Before deciding on the reduction rate, we also considered the graphs of Fig. 29a,b.

The Reduction curve (blue) represents the accuracy of snapshot reconstruction with

respect to the learning subset while the Leave One Out curve (green) represents this

accuracy with respect to snapshots outside the learning set. The curves are given as

a function of the training dataset size. As we can see, both curves have a flattening

behavior for the selected number of modes (red line) for both the geometrical and

the physical ROM. In the case of the reduction curve, this implies that using more

modes for the selected size of the training dataset will not substantially enhance

the ROM accuracy, eRMS
red . In the case of Leave One Out curve, we find out that

there is no benefit in adding more scenarios, which are excluded from the training

procedure. Therefore, the chosen ROM set-up could be characterized as optimal for
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Figure 29: Illustration of the Reduction (blue) and the Leave One Out curve (green) in function

of the learning dataset for the physical a) and geometrical b) ROM. The Reduction curve shows the

accuracy of snapshot reconstruction with respect to the learning subset, while the Leave One Out

with respect to the snapshots outside the learning set. Finally, the red line indicates the optimal

selection of the number of modes, r, taking into consideration the above-mentioned curves.

minimizing the error induced by the data reduction for the selected training dataset

size.
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3 Results

In this section, we present our findings, organized into three distinct subsections

to enhance clarity and facilitate comprehension. Firstly, the results of the MBTS

work, i.e. study I, are exhibited. Then, the outcomes of generated ROM for EVAR

applications, i.e. study II, are showcased. Ultimately, the hemodynamic results of

the grafts’ work, i.e. study III, are displayed.

3.1 Study I

In this part, the results of the MBTS workflow, which was thoroughly outlined in

sections 2.5.2 and 2.6.2 , are presented. In further detail, the results are structured

into three subcategories: verification of the RBF mesh morphing, validation of ROM,

and hands-on exploitation of the ROM.

3.1.1 RBF Mesh Morphing Verification

Concerning the performance of the mesh morphing technique, Table 11 depicts the

setup of the four scenarios linked with the highest mesh degradation. The highest

cell squish values among all the morphed meshes as well as the corresponding ampli-

fication factors of the shape modifiers are reported. The shape amplification factors

close to the range boundaries are shown in bold font within Table 11.

The cell squish index is employed here to quantify the degree to which the cells

diverge from orthogonality with respect to their faces. To ensure an acceptable mesh

quality, Ansys® Fluent guidelines recommend that the maximum cell squish index

remains below 0.99. As presented, the mesh quality is preserved within the studied

range of possible shunt configurations for three out of four worst scenarios. The

peak cell squish index, i.e. 0.994, is found on three mesh elements of scenario 43.

With regards to the morphing speed, the mesh morphing procedure, including the

twelve analyzed shape modifiers, required only one minute per scenario. Related to

this, it is worth mentioning that the initial mesh generation took about ten minutes.

At the end of the sequence of morphing actions, a mesh preview was offered through
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Shape factor Scenario 23 Scenario 43 Scenario 123 Scenario 142

dl-1-vol −0.26 −0.49 −0.36 −0.39

dl-2-vol −0.03 −0.27 0.48 −0.46

dr-1-vol −0.17 3.30 0.70 −2.23

dr-2-vol −3.30 0.90 4.23 −0.70

mid-dl-vol2 −0.04 0.30 −0.08 0.34

mid-dl-vol −0.02 0.18 −0.18 0.14

mid-dr-vol2 0.48 −0.36 -0.08 0.34

mid-dr-vol −0.25 0.24 −0.34 0.05

rl-1-vol −4.63 4.43 −1.83 3.30

rl-2-vol −2.83 0.57 3.90 2.43

rr-1-vol −0.57 2.50 −1.37 −3.10

rr-2-vol 4.77 −0.37 3.17 −2.37

Cell Squish 0.982 0.994 0.906 0.973

Table 11: Four worst-case scenarios presenting the greatest mesh quality degradation after mesh

morphing. The amplification shape factors close to the range boundaries are shown in bold font.

the console almost in real-time (i.e., less than 1s).

3.1.2 ROM Validation

Fig. 30 illustrates the velocity flow field evaluated at the MBTS middle cross-section

for the following selected scenarios: No. 135 (a–e), No. 1 (b–f), No. 34 (c–g), and

No. 146 (d–h). The full CFD cases, vref , and the corresponding ROM solutions,

vrom, are displayed on the upper and the lower level of Fig. 30, respectively. The

velocity estimation of the ROM adequately approaches the accurate CFD solution,

achieving an average error of 0.03 m/s on the validation dataset. The highest dis-

crepancies are marked locally on the segment of the pulmonary artery (Fig. 30

(c–g),(d–h)). In high shunt curvatures, e.g. Fig. 30 (a–e),(b–hf), an area of low

velocities appears on the inner upper part of the shunt.

In Fig. 31, the surface pressure ROM prediction, vrom, is compared with the CFD

model, vref , for four different shunt morphologies. The local maps for scenarios No.

76 (a–e), No. 87 (b–f), No. 99 (c–g), and No. 101 (d–h) are represented at the MBTS

level. As visually witnessed, the ROM approach captures the pressure distribution

along the shunt’s geometry. The ROM’s average pressure error is calculated equal
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to 1.92 mmHg. The maximum pressure occurs mainly in the middle of the shunt

for all the considered scenarios.

Similarly, in Fig. 32, the WSS distribution between the CFD, vref , and the ROM

model, vrom, is displayed for four different investigated scenarios: No. 65 (a–e),

No. 52 (b–f), No. 63 (c–g), and No. 87 (d–h), proving that the latter achieves

precise predictions. The average deviation between the WSS ROM estimation and

the corresponding CFD solution is 3.83 Pa.

In order to quantify the accuracy of the developed ROM models, the maximum

detected absolute errors over all the investigated scenarios in terms of velocity, pres-

sure, and WSS are depicted in Fig. 33. The greatest velocity error, eabsROM, was found

in scenario No. 34 and equated to 1 m/s. It was detected on a few cells of the root

of the pulmonary artery and the middle portion of the shunt. The highest pressure

error, eabsROM, occurred in scenario No. 101 and its’ magnitude was 1.38 mmHg. Fi-

nally, the largest discrepancy in the WSS ROM, eabsROM, was identified in scenario

No. 87, mainly on the upper part of the shunt, and was equal to 48 Pa.

Figure 30: Velocity map comparison of the shunt’s longitudinal cross-section between the CFD

(a–d) and the ROM (e–h) flow field (e–h) for four different validation scenarios: No. 135 (a–e),

No. 1 (b–f), No. 34 (c–g), No. 146 (d–h).
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Figure 31: Pressure distribution comparison between the CFD (a–d) and the ROM (e–h) flow

field (e–h) for four different validation scenarios using two perspectives: No. 76 (a–e), No. 87

(b–f), No. 99 (c–g) and No. 101 (d–h).

Figure 32: Wall Shear Stress distribution comparison between the CFD (a–d) and the ROM

(e–h) flow field (e–h) for four different validation scenarios using two perspectives: No.65 (a–e),

No. 52 (b–f), No. 63 (c–g), No. 87 (d–h).

Figure 33: Maximum absolute error of the velocity in scenario No. 34 (a), pressure in scenario

No. 101 (b), and wall-shear stress in scenario No. 87 (c) ROM.
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3.1.3 ROM Exploitation

Having successfully generated the ROM model, the ROM exploitation is presented

in this subsection. The built velocity field ROM file occupies a memory storage of 3

GB, considering its volumetric distribution, while those relative to pressure and WSS

fields require 31.2 MB and 35.6 MB, respectively. Concerning the computational

requirements, the ROM loading requires 2–3 min. Once their mounting is completed,

the user is allowed to interactively set up the MBTS geometry of interest by tuning

the available sliders which correspond to the amplification factor of the twelve RBF

shape modifiers. A demonstration of the resulting Digital Twin with its interactive

environment for the estimation of the velocity field is depicted in Fig. 34.

Figure 34: Visualization of the Digital Twin GUI with the interactive environment of the ROM

exploitation. Inside the blue colored box (on the left side), there are twelve sliders with which

the user can tune the amplification factor of the shape modifiers. The velocity field view, in a

cross-sectional plane of the shunt, is provided in real time.

Based on our preliminary experience with ROM exploitation, we found out that

mid-dr-vol and mid-dl-vol were the most impactful parameters on the distribution of

WSS. For assessing the influence of the parameters, we opted for the WSS ROM since

wall shear stresses are associated with various cardiovascular implications158,159. In

Fig. 35, the WSS ROM predictions are displayed for various amplification factors

of mid-dr-vol ranging from -0.5 to 0.5. We can see that the upper extreme of the
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shunt experiences high WSS, reaching up to 200 Pa, when the amplification factor

goes below zero. On the contrary, when the amplification factor increases (>0), then

there is a rise in the WSS on the pulmonary branch.

In Fig. 36, the effect of the mid-dl-vol parameter is presented. As demonstrated,

increased values of the mid-dl-vol amplification factor correspond to decreased WSS

on the upper section of the shunt.

Figure 35: WSS ROM prediction as a function of the amplification factor of mid-dr-vol (defined

in section 2.5.2): high WSSs appear in the upper extreme of the shunt for amplification factors

lower than zero.

Figure 36: WSS ROM prediction as a function of the amplification factor of mid-dl-vol (defined in

section 2.5.2): decreased WSSs occur in the upper shunt section for elevated amplification factors

of mid-dl-vol.

Finally, a timeframe comparison for the assessment of the ROM performance

against the full CFD analysis is reported in Fig. 37. A complete CFD simulation

takes 45 minutes on an 8-core laptop, including the re-meshing process through

Ansys® Fluent. Conversely, the computational investment for building up a ROM
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amounts to approximately 20 hours. Then, the produced ROM can be exploited in

almost real-time, offering precise predictions in function of the twelve shape param-

eters, via an 8-core laptop.

Figure 37: Timeframe comparison between the CFD and the ROM for the exploration of possible

MBTS configurations.

3.2 Study II

In this section, the results of the developed physical ROM, i.e. displacement field,

for EVAR navigation are reported. Initially, the accuracy of the built ROM is eval-

uated and then a practical ROM application is demonstrated. Finally, a qualitative

sensitivity analysis of the studied parameters is presented.

3.2.1 ROM Validation

A statistical analysis of the relative reduction and ROM error was performed for the

assessment of the model’s trustworthiness. The distribution of the relative reduction

error, erelred(%), i.e., the error deriving from the approximation of the displacement

field using only the first 38, r, modes, is presented in Fig. 38a for all the validation

scenarios. In Fig. 38b the relative ROM error, erelROM(%) is displayed and it represents
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the sum of the relative reduction error and the GARS interpolation error.

The average relative reduction error, erelred(%), is equal to 0.26 ± 0.06%. In 74%

of the validation scenarios erelred(%) varies between 0.20% and 0.30%. An erelred(%) of

more than 0.4% occurs for only three scenarios (Fig. 38 a)).

With regards to the relative ROM error, more than 75% of the validation sce-

narios have a erelROM below 4.0% (Fig. 38(b)). The average erelROM is estimated equal

to 3.28 ± 1.00%.

Figure 38: Distribution of the relative reduction error erelred(%), a) and the relative ROM error

erelROM(%), b) on the validation scenarios.

In Fig. 39, the absolute deformation error, eabsROM, of five chosen validation sce-

narios, among the least accurate ones, is presented. The maximum eabsROM is 0.32

mm and is observed in validation scenario (d) close to the origin of the left iliac

artery. The largest discrepancy between the ROM prediction and the high-fidelity

solution is detected in the same region, i.e. left iliac artery, for all scenarios. The

aneurysmatic bulge deformation is predicted with an average error of 0.17 mm on

validation scenarios (b), (c), and (e). The prediction error, eabsROM, of the aortic neck

region is below 0.1 mm for scenarios (c), (d), (e), and ≈ 0.20 mm for scenarios (a)

and (b).
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Figure 39: Colour map of the ROM absolute error, eabsROM for five validation scenarios (a), (b),

(c), (d) and (e), anterior and posterior views. The values are displayed on the final deformed

geometries (i.e. geometrical ROM) resulting from the guidewire interaction with the aorta.

3.2.2 ROM Exploitation

After the successful ROM training and validation, hands-on deployment of the

pipeline was carried out. As exhibited in Fig. 40, we selected a trial parametric

set-up (Eaorta=1.5 MPa, Ewire=180 GPa, ϕ=-5◦, θ=7◦, α=48◦, β=52◦, τ=0.15) and

we were provided with the depicted aortic displacement, i.e. uROM, within few

seconds.

The left iliac artery experienced the greatest deformations, reaching up to 13

mm, straightening towards the posterior and left patient-oriented direction. The

aneurysmatic bulge, the aortic neck, and the right iliac artery were displaced to-

wards the right superior direction. The magnitude of this displacement was 6.5

mm on average. The neck region moved anteriorly in contrast with the aneurysm

and the iliac arteries. The sagittal side of the aneurysmatic sac underwent high

displacements, almost 9.5 mm, to the superior and right direction.

61



3 RESULTS

Figure 40: Example of ROM output for the following chosen parameters: Eaorta=1.5 MPa,

Ewire=180 GPa, ϕ=-5◦, θ=7◦, α=48◦, β=52◦, τ=0.15. The nodal displacement vectors, uROM,

defined from the initial (light grey) to the final (color-mapped by displacement magnitude) aortic

configuration, are presented. (a) Anterior view, (b) Posterior view, (c) Sagittal view.

3.2.3 Qualitative analysis of the influence of the investigated parameters

The following remarks resulted from the examination of the individual impact of each

parameter on the 3D aortic displacement. The findings presented in this section stem

from our observations as ROM users and should not be regarded as an extensive

study, such as principal component analysis.

In Fig. 41, eight example cases, investigating the impact of aortic elasticity and

guidewire’s stiffness on the aortic deformation field, are shown. For descending val-

ues of Eaorta, the left iliac artery and the left side of the aneurysm are encountering

increasing displacements, with a maximum value of 12 mm in the case of Eaorta=0.9

MPa. The aortic neck region is almost unaffected by the explored values of aortic

elasticity. Adopting Eaorta = 2.9 MPa, instead of 0.9 MPa, leads to a more uniform

deformation map with maximum displacements reduced by 60%. A similar dis-

placement field, i.e., almost equal deformation vectors throughout the whole aorta,

is obtained for increasing Eaorta and decreasing Ewire.

The effect of choosing different insertion angles, ϕ and θ, is presented in Fig. 42.

When ϕ is close to zero, the displacement of the left iliac artery and part of the left

side of the aneurysm increases. The remaining geometry stays almost unaltered.
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Figure 41: Aortic displacement, uROM, as a function of Eaorta and Ewire parameters. The initial

aortic configuration is shown in light grey. The arrows indicate the guidewire-induced displacement

vectors, uROM. The deformed aortic configuration is colored by the displacement vector magnitude,

∥uROM∥. The remaining parameters were fixed as follows: ϕ = 0°, θ = 0°, α = 44.2°, β = 32.8°,

τ = 0.12.

For the investigated scenarios, the peak deformations take place for ϕ equal to -

5° and extend up to 8.5 mm. The magnitude of θ has negligible effect on the

aortic displacement field. For the investigated angles, the most deformed nodes are

concentrated on the left iliac artery and the left side of the aneurysmatic sac.

The effect of the left iliac tortuosity is illustrated in Fig. 43. Low tortuosity values

result mainly in the displacement of the left iliac artery’s origin and left aneurys-

matic side in the postero-superior leftward direction. Moving to higher tortuosity

values, above 0.12, complex aortic motions take place: the effect of the straightening

on the left iliac artery increases, with higher displacement vectors and greater dis-

placement components in the superior direction. The neck region and the aneurysm

are displaced towards the right superior direction.

Finally, in Fig. 44, the time comparison between the FE and the ROM trained on

FE simulations is presented. As illustrated, every high-fidelity FE simulation costs
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Figure 42: Aortic displacement, uROM, obtained from ROM as a function of insertion angles, ϕ

and θ. The initial aortic configuration is shown in light grey. The arrows indicate the guidewire-

induced displacement vectors. The deformed aortic configuration is colored by the displacement

vector magnitude, ∥uROM∥. The remaining parameters were set as follows: Eaorta=1.4 MPa,

Ewire=150 GPa, α = 44.2°, β = 32.8°, τ = 0.12.

Figure 43: Aortic displacement, uROM, obtained from ROM as a function of left iliac tortuosity,

τ . The initial aortic configuration is shown in light grey. The arrows indicate the guidewire-

induced displacement vectors. The deformed aortic configuration is colored by the displacement

vector magnitude, ∥uROM∥. The remaining parameters were fixed as follows: Eaorta=1.4 MPa,

Ewire=150 GPa, ϕ = 0°, θ = 0°, α = 44.2°, β = 32.8°.
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70 min, including CT segmentation, postprocessing, and the computational part.

Conversely, the ROM build-up involves a computational investment of 165 minutes,

with the adopted set-up as presented in section 2.6.3, and then the ROM exploitation

provides deformation predictions for all the aortic nodes in almost real-time.

Figure 44: Timeframe comparison between the high fidelity finite element (FE) simulation and

the reduced order model (ROM) trained on FE data.

3.3 Study III

In this section, the results of the third study on stent grafts’ performance are pre-

sented. The results are divided into the following sections: shear strain rate exam-

ination, analysis of wall shear stress related indices, backflow, and velocity vectors

analysis.

3.3.1 Shear strain rate examination

In Fig 45a, the total volume of each zone’s cells characterized by shear strain rates

higher than 3000 s−1, i.e. VSSR, is illustrated over the course of a heart cycle. The

main body of all the stents experienced elevated SSR between 0.1 and 0.3 s. In

the systolic peak, VSSR of model 1, 2, and 3 was 0.0029 ml, 0.0048 ml and 0.0032

ml accordingly. With regards to the flared extension, zones 1 to 5 of model 1 were

detected with a high strain rate between 0.1 and 0.4 s. Among them, the most
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affected zones were 1 and 2 on the systolic peak, as well as zone 5 after the systolic

peak. As for the zones of the straight stent extension, they are omitted since they

were not exposed to significant SSR in any of the considered grafts. Finally, the

flared graft extension of model 2 and 3 was free from high SSR.

Figure 45: Blood volume with strain rate higher than 3000 s−1: a) diagram of highly stressed

volume (ml) per zone per stent graft b) visual representation of the zones’ strain rate at the systolic

peak.

To enhance the clarity of the findings, we present the shear strain rate map on the

surface of models 1, 2, and 3 at systolic peak (t=0.2 s). As witnessed, the bifurcating

area was marked with high strain rates up to 5000 s−1 for all the stents. The highly

loaded areas were located towards the flared side in all grafts. Additionally, zones 1

and 2 of model 1 were exposed to an area-averaged SSR equal to 1800 s−1 and 2400

s−1 respectively. The corresponding zones of models 2 and 3 were characterized by

significantly lower SSR values.
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3.3.2 Analysis of Wall-Shear-Stresses related indices

In Fig. 46, 47, and 48, the distribution of the time averaged wall shear stresses

(TAWSS), oscillatory shear index (OSI), and the endothelial cell activation po-

tential (ECAP ) are presented on the grafts’ wall respectively. According to the

literature, TAWSS values lower than 0.3 Pa are linked with stagnant flows, which

can trigger thrombus formation. Following this indication, we make the following

observations with regard to Fig. 46. The main body of model 3 was characterized

by TAWSS less than 0.3 Pa. The same happened to model 1 and 2 but in a smaller

range. Zones 4 to 8 of model 2 and 3 were affected by low TAWSS. On the con-

trary, this occurred only in zones 6, 7, and 8 of model 1. As for the straight graft

extension, all the zones of model 2, 3 and zones 12 till 15 of model 1 were affected

by TAWSS values below 0.3 Pa.

Figure 46: Distribution of time averaged wall shear-stresses (TAWSS) on the 17 zones of models

1, 2, and 3, which correspond to the simplified models of Zenith Alpha, Excluder and Endurant

II. TAWSS are presented in one frontal and two side views. The zones’ numbering is reminded in

the frontal view of model 1 (Fig. 7).

As already highlighted in section 2.3.3, OSI values exceeding 0.3 are associated

with thrombotic events. Bearing this in mind, we pinpoint the corresponding areas

in Fig. 47. OSI values reached up to 0.45 in the main body of model 2 and 3,

while they remained in lower levels in the same area of model 1. More precisely,
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the area-averaged OSI value on the main body of model 1, 2, and 3 was calculated

equal to 0.23, 0.27, and 0.34, accordingly. As for the flared graft extension, complex

high OSI patterns took place. More precisely, OSI values higher than 0.3 were

locally detected on zones 3 to 8 of model 1 and on all zones, i.e., 1 to 8, of models 2

and 3. Regarding the straight extension, elevated OSI values, exceeding 0.3, were

identified in all zones of all grafts except from zone 9 of model 1. Peak values, in

the range of 0.4 and 0.5, were found mainly in zones 11 and 12 of all grafts.

Figure 47: Distribution of Oscillatory Shear Index (OSI) on the 17 zones of models 1, 2, and 3,

which correspond to the simplified models of Zenith Alpha, Excluder and Endurant II. OSI are

presented in one frontal and two side views. The zones’ numbering is reminded in the frontal view

of model 1 (Fig. 7).

Finally, in Fig. 48, the endothelial cell activation potential (ECAP ) of the exam-

ined grafts is showcased. As already explained in section 2.3.3, areas with ECAP

higher than 1.4 Pa−1 are considered thrombogenic. Upon initial inspection, we ob-

serve that model 3 was characterized by high ECAP values, in the range of 1.4 –

1.7 Pa−1 in the main body, zones 6 till 8 of the flared extension and on the whole

straight graft extension. Model 2 had elevated ECAP values, solely on the main

body and zones 11 and 12 of the straight extension. Finally, in the case of model 1,

primarily zones 12 to 16 of the straight extension and secondarily zones 7 and 8 of

the flared extension were affected by increased ECAP values.
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Figure 48: Distribution of Endothelial Cell Activation Potential (ECAP ) on the 17 zones of

models 1, 2, and 3, which correspond to the simplified models of Zenith Alpha, Excluder and

Endurant II. ECAP are presented in one frontal and two side views.The zones’ numbering is

reminded in the frontal view of model 1 (Fig. 7).

3.3.3 Backflow analysis

As already mentioned in section 2.3.3, the recirculation was calculated through the

measurement of the blood backflow and the visual analysis of the flow vortices.

Regarding the first approach, in Fig. 49, we present the percentage of backflow

volume, Vback (%), inside each fluid zone for the ipsilateral a) and the contralateral

b) graft extension over one heart cycle. The percentage of backflow volume was

computed according to equation 6: 100% signifies complete reverse flow, and 0%

denotes pure downstream flow.

Examining the curves of Fig. 49 on the ipsilateral and contralateral side, we

note that significant backflow was developed in all the zones between 0.35 and 0.45

s due to the imposed flow reverse. Since the scope of this study is the detection

of recirculation phenomena, we emphasize the results’ analysis in the period before

and after the negative flux, i.e., 0 – 0.35 s and 0.45 – 0.8 s.

At the start of the cardiac cycle, all the zones on the flared part of the grafts

experienced backflow smaller than 50%. This backflow was terminated for all stents
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Figure 49: Percentage of backflow volume, Vback (%), of the different fluid zones of the examined

stent grafts in the duration of a heart cycle: a) zones of the flared extension on the ipsilateral side,

b) zones of the straight extension on the contralateral side.

at 0.1 s on average. After that time, zones 3 and 4 of model 1 presented backflow

from 0.14 s and 0.17 s, respectively, until the end of the heart cycle. On the contrary,

no backflow was detected in any zone of models 2 and 3 before the systolic peak,

i.e., 0.2 s. After peak systole, zones 1, 2, 3 of models 2 and 3 experienced reverse

flow with the corresponding backflow percentages reaching up to 15%, 20%, and

40% at 0.3 s for both stents. At that moment, backflow percentages of zones 3,

4, and 5 of model 1 were found equal to 36%, 50%, and 50%, accordingly. As for

the timeframe between 0.5 s and 0.8 s, we detect that zones 3, 4, and 5 of model

1 retained considerable backflow percentages. At the same time, zones 1 and 2 of

models 2, and 3 presented backflow from 0.65 s till the end of the cardiac cycle. The

backflow percentages of zones 1, 2 of model 2 and 3 were significantly lower than

the ones of zone 3, 4, and 5 of model 1 in the post diastolic peak period.

Focusing on the contralateral side, we observe that between 0.1 and 0.2 s, no

backflow was detected in any of the grafts. After the systolic peak, backflow ap-

peared in zone 11 of model 1 at 0.22 s, zone 9 of model 2 at 0.23 s, and in all zones

of model 3 simultaneously at 0.25 s. At 0.3 s, backflow had spread in all zones of

the grafts with zone 11 of model 1 having the highest backflow percentage equal to

35%. After the diastolic peak, zones 10, 11, 12, and 13 of model 1 had a persis-

tent percentage of backflow until the end of the heart cycle. Model 2 displayed the
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same behavior solely in zones 10 and 11. On the opposite side, model 3 had small

backflow percentages, which were zeroed out in all zones at 0.6 s. At that time

instance, zones 10, 11, 12, and 13 of model 1 had backflow percentages equal to 3%,

16%, 26%, and 4%, respectively, whereas zones 10 and 11 of model 2 both had 6%.

Finally, the backflow curves of zones 14, 15, and 16 experienced oscillations for all

the considered grafts throughout the heart cycle.

In summary, during a cardiac cycle, the flared extension of model 1 exhibits more

backflow for longer periods, particularly in zones 3 and 4, compared to the other

models. On the straight extension, the backflow is generally lower than the flared

one for all the examined grafts, but still, model 1 experiences more reverse flow.

3.3.4 Velocity vectors analysis

For correlating the backflow with the recirculation, we present the velocity vectors

analysis for each stent graft extension separately. In Fig. 50, the velocity vectors

coloured by their magnitude are showcased on the main cross-section of the flared

extension of the considered grafts for eight different time instances. Upon primary

examination, we observe that the vectors’ distribution in models 2 and 3 resemble

each other but they are substantially different from model 1. At the beginning of

the heart cycle, low velocity magnitude vectors with non-uniform orientation were

found in all zones of the grafts, however, zones 1 and 2 of models 2 and 3 as well as

zone 3 of model 1 had discernible swirls. At 0.1 s, no eddy vectors were formed on

the grafts, but some velocity vectors were diverging from the main flow stream in

zone 4 of the considered stents. At systolic peak, recirculation appeared on a large

area of zones 3 and 4 of model 1 and on a small region of zone 1 of models 2 and 3.

At 0.3 s, the swirling wave had spread from zone 3 to 5 of model 1 and, zone 1 to 3

of model 2 and 3. The flow experienced severe obstructions at 0.4 s, where negative

flow prevailed. Recirculating vectors were formed on the root of zone 1 of models 2

and 3. This did not happen in model 1. At 0.5 s, zone 1 of models 2 and 3 retained

significant backflow vectors whereas model 1 was backflow free. From 0.6 s and on,

swirling vectors were detected in zones 3 to 6 of model 1 and zones 1 to 4 of models

2 and 3.

71



3 RESULTS

Figure 50: Illustration of the velocity vectors colored by their magnitude, on the main cross-

section of the ipsilateral graft extension of models 1, 2, and 3 for 8 discrete time instances in the

heart cycle. For enhancing comprehension, the areas of interest are shown with zoom, and the

surfaces separating the fluid zones, described in Fig. 7, are included. Before the systolic peak

(t=0.2 s), a distinct swirl is formed in zones 3 and 4 of model 1. This vortex extends within zones

3 - 6 between 0.2 and 0.4 s. Smaller swirls are formed in the other grafts.

In Fig. 51, the velocity vectors on the main cross-section of the contralateral

iliac graft extension are presented for the considered grafts. At the start of the

heart cycle, there was a distinct area that separated the downstream vectors from

the backflow ones in all grafts. Backflow was accumulated on the right side of the

graft wall. We observe that the flow disturbance was more profound in models 1 and

2 compared to model 3. At 0.1 s, the velocity vectors globally faced the downstream

direction. At the systolic peak, no recirculating areas were recorded. The velocity

vectors of model 1 had a magnitude of 0.5 m/s in zones 9, 10 whereas model 2 and 3

had 0.3 and 0.2 m/s respectively. At 0.3 s, eddy vectors appeared in zones 10, 11 of

models 1 and 2. At this instance, model 3 experienced low uniform flow separation

on its walls. At diastolic peak, back moving vectors of 0.25 m/s and 0.15 m/s were

found in zones 10, 11 of model 1 and 2 accordingly. Uniform vectors of 0.05 m/s

were located along the length of model 3. Finally, between 0.5 and 0.7 s, model 1

and 2 were subjected to some flow obstructions mainly in zones 9 to 11, while model

3 kept its smooth laminar flow profile on all its zones. Zone 9 of model 1 was the

sole zone that purely restored its flow to the downstream direction, at 0.7 s.
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Figure 51: Illustration of the velocity vectors colored by their magnitude, on the main cross-

section of the contralateral graft extension of models 1, 2, and 3 for 8 discrete time instances in

the heart cycle. For enhancing comprehension, the areas of interest are shown with zoom, and the

surfaces separating the fluid zones, described in Fig. 7, are included. Models 1 and 2 have a more

disturbed flow in zones 1 - 3, compared to model 3.
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4 Discussion

This thesis introduced a methodology for constructing reduced-order models for

two distinct operations, i.e. MBTS and EVAR, enabling the patient specific pre

operative planning and intra operative navigation. Furthermore, the computational

fluid dynamic analysis provided some useful insight into the triggering mechanics of

post-EVAR graft thrombus formation. This chapter delves into the significance of

these findings, establishing connections with previous research works. The clinical

relevance of the findings, with regard to pathophysiology, preoperative planning, and

intraoperative procedure is reported. Eventually, the limitations of the presented

works are discussed, outlining challenges for future research.

4.1 Study I

In the literature, several studies have been presented to investigate the effect of the

MBTS geometry using hemodynamic fluid flow analysis160,161,16. Although most of

these agree on the pivotal importance of the shunt’s morphology for the success of

an MBTS operation, no procedure has yet been established to perform preoperative

patient-specific studies by exploring multiple implant configurations. Nowadays, the

choice of the implant relies on clinicians’ experience and is limited to assessing the

implant’s diameter. This study aimed to provide a tool for the fast and holistic

morphological analysis of the MBTS taking into account the uniqueness of each

patient’s anatomy.

In order to meet this need, a comprehensive framework which fuses the ROM

approach and the RBF mesh morphing technique was presented in this thesis, with

the added value of providing fast and interactive prediction of the hemodynamic

parameters. An infant case affected by complete pulmonary atresia was selected

for demonstration of the pipeline’s soundness. A baseline MBTS was placed be-

tween the pulmonary and the aortic artery (Fig.4). Mesh morphing enabled the

modification of the position and shape of the implanted shunt by means of twelve

RBF shape modifiers (Fig.22). These modifiers were used to generate possible shunt

configurations, i.e., scenarios, for the building up of the ROM. Both morphing and

ROM analysis were verified in terms of mesh degeneration and full CFD comparison,
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respectively. Finally, the ROM consumption allowed the definition of an effective

Digital Twin for the evaluation of hemodynamic flow variables in real-time.

As mentioned in Section 2.5.2, it is crucial to inspect and control the mesh

quality when employing a mesh morphing method. Adhering to this practice, we

validated the adopted RBF mesh morphing technique, concluding that mesh quality

degradation was acceptable for almost all of the explored scenarios. With the term

acceptable, we state that the maximum cell squish of the mesh remains lower than

the critical value of 0.99. As reported in Table 11, mesh quality was maintained

for three out of the four meshes with the lowest quality. In the most degraded

meshes, we note that the amplification factors of the rr-2-vol, rl-1-vol, dl-1-vol, dl-2-

vol, and mid-dr-vo2l shape parameters lay close to the range extremes. This could

suggest that these shape factors exerted the most significant influence on the meshing

morphing performance of the MBTS structure. Although this constitutes the first

work employing the mesh morphing technique for MBTS implants, this approach

has been utilized successfully in several computational analyses on the cardiovascular

context108. The calculated mesh degradation indexes are in accordance with the ones

found in the literature162,163.

Focusing on the building of the ROM, the high accuracy of the ROM predictions

was verified with success. More precisely, validation was carried out with regard to

the velocity (Fig. 30), pressure (Fig. 31), and WSS (Fig. 32) field. The scenarios

reported in Fig. 30 show a velocity range and distribution in line with those reported

in the previous literature164,165. It appears that higher velocity discrepancies occur

at the MBTS junction with the pulmonary branch. This is particularly evident in

scenarios with low-curvature MBTS implants (Fig. 30 c–g, d–h). This is further

confirmed by the error map of Fig. 33a, where maximum absolute errors of 1 m/s

(about 25% of the full velocity range) are reached in the pulmonary branch zone

for snapshot No. 34. However, it is important to highlight that inaccuracies remain

highly localized on several mesh cells and involve a limited number of scenarios.

Additionally, the area of interest, i.e. the MBTS, maintains a low level of errors.

Finally, it is crucial to note that based on the selected number of training data

and according to Table 30, in the process of reducing the velocity field data, we

lost ≈7.4% of the learning data information, i.e. eRMS
red . While this percentage
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is significant, it becomes tolerable when considering that the velocity ROM gives

predictions across the entire volume.

With respect to pressure and WSS, it can be confirmed that the ROM mod-

els correctly represent the full CFD flow pattern even in the worst-case scenarios.

Fig. 33b refers to the highest recorded error of the pressure ROM, which was iden-

tified in snapshot No. 101. The greatest pressure error (≈1.5 mmHg) is in the

middle part of the shunt. The least precise prediction of WSS was characterized by

localized discrepancies (≈48 Pa) on the upper partition of the implant, as illustrated

in snapshot No. 87 (Figure 33c). It is important to underline the fact that these

errors constitute about 2.5% and 6% of the full range of values of pressure and WSS,

respectively. Delving into the ROM build-up procedure, presented in section 2.6.2,

the percentage reduction error, eRMS
red , is equal to ≈0.2% and ≈6.0% for the pressure

and WSS ROM respectively. Despite both ROMs being computed on the MBTS

surface, their data reduction errors differ significantly in magnitude. This indicates

that the pressure distribution exhibits small variations in the different MBTS con-

figurations. On the contrary, the distribution of WSS proves to be sensitive to the

MBTS morphology.

Based on our preliminary study, mid-dr-vol and mid-dl-vol seem to be the most

significant shape modifiers for the distribution of WSSs. Therefore, the curvature of

the middle portion of the shunt appears to substantially determine the blood flow.

Even though additional studies are needed to confirm this finding, this observation

may be relevant for the future optimization of the MBTS implant design.

Finally, the ROM exploitation was performed quickly within a user-friendly and

interactive environment, as shown in Fig. 34. To appreciate the exhibited results,

the timeframe needed to perform MBTS morphology exploration with the CFD

and ROM approaches was presented. The main outcome of this comparison is that

if we invest ≈20 hours for the ROM build-up, then we can get an estimation of

the hemodynamic flow as a function of the selected shape factors of the MBTS in

almost-real (Fig. 37). This fast ROM responsiveness could prove useful in clinicians’

decision-making process on preoperative planning. Moreover, the Medical Digital

Twin presents one more advantage: it can be stored in reduced memory space

compared to the full-order model. Consequently, the ROM can be considered a
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rather competitive surrogate model that has the potential to be inserted into the

demanding clinical practice context.

In conclusion, it is worth highlighting the limitations and the potential future

directions of the presented pipeline. Initially, it would be valuable to enrich the pool

of training data with additional snapshots to assess how much we can minimize the

data reduction and the final error. With respect to the CFD modeling, the inclusion

of the cardiac motion would significantly increase the reliability of our results. An-

other aspect for improvement is the lack of time-varying fluid dynamic conditions.

Incorporating flow pulsatility could offer a more realistic overview of the examined

phenomenon. Lastly, the clinical validation of our results is required. Potential val-

idation methods include employing phase-contrast MRI or utilizing color Doppler

ultrasound.

4.2 Study II

In the context of EVAR, a stiff guidewire is inserted from the femoral artery to the

aneurysm location to facilitate graft implantation. This maneuver induces significant

alterations in the morphology of the aorta. In the preoperative stage, clinicians opt

for the most suitable stent graft size relying on a non-updated CT scan, which may

result in suboptimal sizing. In the intraoperative stage, for monitoring both the

navigating tools and the aortic configuration, 2D fluoroscopy and DSA are employed.

These imaging modalities involve the use of radiation and contrast agents, which are

harmful to the patients and the clinical personnel. Considering the aforementioned

challenges, our motivation was the development of a computational tool that can

predict guidewire-induced deformations across various similar patient cases.

In this study, a ROM was developed for the fast and accurate estimation of

the aortic deformation due to the insertion of a stiff guidewire as a function of

seven critical mechanical, morphological, and clinical parameters. Starting from the

abdominal aortic geometry of a patient eligible for EVAR (Fig. 19), we introduced

the morphological modifiers α, β, and τ using the RBF mesh morphing technique

(Fig. 23). By tuning these parameters, we were able to produce a wide range of

possible similar patient configurations. Additionally, the elasticity of the aortic wall
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(Eaorta) and the guidewire (Ewire) as well as the wire’s insertion angles (ϕ, θ) were

included. 300 combinations of these seven adopted parameters were examined as

potential EVAR navigation cases, i.e., scenarios. Among them, 200 scenarios were

used for the ROM building. The accuracy of the generated model was statistically

assessed. The ROM was validated against the remaining 100 scenarios and its final

prediction error, erelROM, was found below 5.5%. Lastly, the ROM exploitation was

performed, providing almost real-time calculation of the 3D aortic wall displacement

during EVAR (Fig. 40).

As a supplement to this study, we conducted a preliminary qualitative analysis

of the effect of the adopted parameters on the aortic displacement field. According

to our findings, low Eaorta and high Ewire values tend to cause large deformations

(∼ 13 mm) near the root of the left iliac artery. The aortic stiffness is linked to

the presence of calcifications, which is common in patients with abdominal aortic

aneurysms, and it has been considered a significant factor in the guidewire-induced

deformations166,46. With regards to the stiff guidewire, clinicians have different

types of wires available, with a minimum Young’s modulus of 60 GPa (Amplatz

Super Stiff) and a maximum of 200 GPa (Lunderquist Extra Stiff)135. Therefore,

the ROM prediction could help them choose the appropriate tool, as a compromise

between navigability and potential tissue damage.

Our study also showed that high τ values trigger an increased displacement of

the left iliac artery towards the posterior direction, while the rest of the geometry

moves towards the anterior right direction. This is in agreement with what has been

already highlighted in literature: the straightening effect of the guidewire on the

common iliac artery increases in case of severe iliac tortuosity46.

Lastly, through the examination of the effect of the insertion angles, we found

that for low ϕ values, the deformations are higher close to the left iliac artery. On

the other hand, we observed a poor correlation between the magnitude of θ and

the resulting deformations. By analyzing the impact of insertion angles in the 3D

space, clinicians can potentially identify the best ones to minimize deformations and

stresses on the aortic wall. According to our results, it seems that high angles in

the sagittal plane allow the lowering of the aortic displacements.
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In literature, there are several works that predict the interaction between the stiff

guidewire and the aortic wall through finite element models133,54,166. In agreement

with Cercenelli et al. 46 and Kaladji et al. 55 , we observed that the area with the

highest values of displacement is located at the root of the common iliac artery on

the side of insertion for all the considered ROM scenarios. In detail, the study by

Kaladji et al. 55 reports a magnitude of displacement equal to 10.2 ± 3.3 mm for the

cannulated iliac artery, occurring mostly in the posterior-superior direction, similar

to what is noticed in the depicted case of Fig. 40.

As illustrated in Fig. 44, the proposed workflow speeds up the aortic displace-

ment calculation in two ways. The mesh-morphing technique morphs the aortic

shape rapidly and accurately, enabling the exploration of a wide spectrum of aor-

tic configurations without image segmentation. The total morphing time for all

the scenarios was around 30 minutes. Employing the ROM approach, the solution’s

calculation took a few seconds whereas solving the full-order model required 25 min-

utes. High-fidelity models are not compatible with the tight clinical intra-operative

time frame in which surgeons have to make decisions. On the other hand, our ROM

took 135 minutes to be built once, i.e. 125 minutes for the snapshots generation

and 10 minutes for the ROM build-up, then it was ready for use and provided real-

time response. The ROM data generation time can be further reduced by using

larger High-Performance Computing (HPC) facilities. In addition to the above-

mentioned timeframes, segmentation and meshing procedures take 45 minutes on

average, hence the total ROM pipeline is completed within 3 hours and 30 minutes.

Thus, the proposed approach lies within the pre-operative timeframe for non-acute

cases and once built, is compatible with intra-operative usage.

With regards to the ROM prediction error, we observed that it is kept below 0.32

mm for all the validation scenarios (Fig. 38). This error is comparable to the spatial

resolution of the currently adopted imaging modality for EVAR navigation, i.e.,

DSA, which is about 0.5 mm167,168. Comparing the histograms of Fig. 38, we observe

that the final ROM error is one order of magnitude higher than the error triggered

by the SVD data reduction. This implies that the error introduced by GARS was

rather high, i.e. the surface of Fig. 26 was rough with several spikes, challenging the

interpolation between the known mode coefficients. To further reduce this error,
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additional ROM training is required. However, in this work, the choice of this

training set-up was made as a compromise between the computational cost and the

ROM accuracy. In addition, the highest errors are detected only in a few scenarios,

i.e., 8% of our validation scenarios, and are always localized at a few nodes of the

cannulated iliac artery.

While highlighting the strengths of the presented study, it is essential to mention

its limitations that can tackled in future works. The proposed workflow can be

applied to more tortuous and challenging anatomies to examine the behavior of the

ROM in demanding cases. Moreover, more realistic boundary conditions could be

considered, including the spine and the structures surrounding the abdominal aorta.

Lastly, a hyperelastic material model could be adopted to reach one step closer to

reality. Further studies are needed to assess the clinical applicability of the proposed

approach.

4.3 Study III

Intra-prosthetic thrombosis (IPT) is one of the most frequent complications of en-

dovascular aneurysm repair (EVAR)60. According to the literature, it occurs both

in the main body and the graft limbs, and in some cases, it can lead to complete

blood occlusion and/or reintervention71,169. The graft design appears to play a cru-

cial role, with some clinical studies suggesting that Zenith Alpha has a higher limb

graft occlusion (LGO) occurrence compared to other commercial grafts170,70,43.

In the presented study, we examined the hemodynamics of three simplified mod-

els, i.e. model 1, 2, and 3, of the most commonly employed stent-grafts, i.e. Zenith

Alpha, Excluder, and Endurant II, in the view of examining their susceptibility in

IPT events. The thrombus predisposition was examined by means of shear strain

rates (SSR) analysis, WSS-related indices examination, backflow, and velocity vec-

tor assessment. According to the presented SSR results, model 1 seems to have

an increased likelihood of developing IPT in the flared extension with respect to

the rest grafts. What is more, the bifurcating area of all grafts seems prone to

IPT. Considering the outcomes of TAWSS analysis, we conclude that almost the

whole graft hosts favorable conditions for IPT formation in all the examined stents.
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Furthermore, model 1 seems to perform significantly better than the rest grafts,

exhibiting IPT preventive behavior mainly on the flared side. Based on the OSI

results, model 1 has a higher probability of IPT formation on the straight extension

whereas models 2 and 3 are more IPT susceptible in the main body. As for ECAP

results, they demonstrate that model 3 is the most IPT prone graft among the ex-

amined ones. Finally, with regards to the vector and backflow analysis, we detected

that model 1 has a wide recirculating area in the flared extension, which is active

for 90% of the duration of the heart cycle. Substantially smaller recirculating areas,

with less duration, were found in models 2 and 3.

Considering the presented results, the outcomes of the SSR and vortex analysis,

seem to agree on the fact that the flared extension of model 1, and more precisely

zones 3, 4, 5 have a high probability of hosting an IPT. This is an interesting finding

if we recall that model 1 is the simplified model of the Zenith Alpha stent graft, which

has been found to have clinically a relatively high IPT occurrence. Katritsis et al. 171

suggested that post-stenotic flow conditions favor platelet aggregation, particularly

when previously activated by the elevated shear stresses of a stenotic region. This

condition matches our findings for model 1. Another work by Stein and Sabbah 172

demonstrated that flow disturbance, i.e., chaotic flow patterns, can contribute to IPT

formation. Based on this finding, the flared extension model 1 is more susceptible

to IPT because of the extent and intensity of the chaotic patterns, as illustrated

in Fig. 50. Additionally, Yazdani and Karniadakis 173 proved that increased levels

of vessel constriction lead to significantly enhanced margination of platelets near

the wall. According to Table 2, model 1 has the most significant narrowing in the

post-bifurcation area, having a diameter of 11 mm.

Conversely, the WSS-related indices provide us with controversial results which

makes their interpretation challenging. The range and the distribution of the

TAWSS are in line with similar studies performed on stent grafts173,67. However,

none of them assumed negative flux during diastole. Another important note is

that adopted WSS-related criteria derive mainly from studies correlating thrombus

formation and AAAs, not specifically IPT. Sticking on the adopted available cri-

teria, it appears that TAWSS is probably by definition a quite ambiguous index

since it accounts purely for the magnitude of the WSS, which can greatly depend on
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different morphologies. This was also confirmed by Arzani et al. 87 who suggested

that the analysis of TAWSS is not a robust IPT predictor. Furthermore, Zam-

brano et al. 125 found low TAWSS both in regions with and without intraluminal

thrombus formation. Bearing these in mind and considering that OSI and ECAP

include TAWSS in their formula (equations 3, 4), maybe we could also question

the validity of all the WSS-related parameters with regards to their effectiveness in

predicting IPT. Furthermore, some recent studies detected that thrombus can occur

both in high and low OSI areas and that ECAP cannot be used as a standalone

index for IPT prediction130,131,174,86. Finally, the presented WSS-related results were

anticipated in the following sense: the bigger cross-sections of model 3 compared to

the rest grafts (Table 2), were characterized by lower velocity magnitude, which led

to lower TAWSS, higher OSI and ECAP , i.e. higher likelihood of IPT formation.

The presented study provided some hemodynamic insights into the LGO events

that occur in all grafts but with a higher reported frequency in the Zenith Alpha

graft. Through the examination of the simplified models, this study pinpointed

some factors that could contribute to increased LGO formation on the flared exten-

sion of Zenith Alpha graft. No significant differences were found in the analysis of

thrombotic parameters in the rest areas of the examined stent grafts.

Finally, it is crucial to acknowledge some limitations of the presented work.

Firstly, the considered models were simplified and were not validated against the

physical commercial grafts. What is more, the implanted configuration of the grafts

can significantly diverge from the simplified studied cases. Therefore, further re-

search is needed to confirm our findings. Additionally, the impact of the selected

boundary conditions, i.e., flux profile and Windkessel model, on the results should

be explored. Further experimental validation, taking into account the multiscale

particle motions, is required to further support our findings.
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5 Conclusions

In this thesis, three distinct studies were performed: the first two, i.e., study I and II,

were focused on the generation of reduced order models to support the preoperative

and intraoperative procedure of MBTS and EVAR respectively. The third study

was devoted to the assessment of post-EVAR intra-prosthetic thrombus formation

using hemodynamic analysis. In further detail:

• In Study I, we presented three ROMs for the prediction of important hemo-

dynamic flow parameters, i.e., velocity, pressure, and WSS, in function of the

implant’s shape. The ROMs generation was the most time-consuming part,

but its duration can be reduced using powerful computational resources, e.g.

HPCs. The ROMs’ execution time was compatible with the clinical timeframe,

giving responses almost in real time. The accuracy of the developed ROMs

was found to be sufficient, with the highest errors being localized in a few cells

of the velocity ROM. Upon preliminary exploitation of the WSS ROM, we

found out that the curvature of the middle portion of the shunt, appeared to

be the most significant shape parameter for the distribution of WSS. If further

studies confirm this observation, perhaps we should reconsider and enhance

the current implant design accordingly.

• In Study II, we developed a ROM for the prediction of the interaction between

the stiff guidewire and the aortic tissue in function of mechanical, clinical, and

morphological parameters. This model was potent as it could offer precise

predictions of the aortic configuration, covering a wide range of procedure and

patient related parameters. The ROM generation was achieved within a few

hours. This made it suitable for the preoperative planning and intra-operative

navigation of non-acute cases. Once built, its responsiveness was in line with

the clinical needs. The ROM accuracy was comparable to the precision of the

intra operative imaging techniques. This turns our model into a competent

surrogate approach for predicting guidewire induced deformations. Finally,

the factors that triggered the highest aortic deformation during EVAR were

the increased stiffness of the guidewire, the low elasticity of the aorta, and

the high tortuosity of the iliac artery. This observation might suggest that
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clinicians should focus on the tuning of these critical parameters when using

the proposed ROM.

• In Study III, the fluid flow of three simplified commercial stent grafts was an-

alyzed with the view of assessing thrombus development potential. The shear

strain rate, the backflow, and the vector analysis indicated that the simpli-

fied model of Zenith Alpha graft, i.e. model 1, was found more prone in its

flared extension with regards to the rest grafts. This finding is in line with the

clinical observations. The WSS-related factors provided us with controversial

results. It appears that the adopted thresholds of the WSS indices were not

suitable for the analysis of thrombotic events within grafts. Maybe the range

of these indices should be updated based on studies exclusively performed on

abdominal stent grafts. Another crucial aspect is that the precise geometry

of the commercial grafts is needed to extract safe conclusions. However, as

mentioned in section 2.2.2, finding industrial grafts with similar dimensions in

a physical or digital form was not an option.

Overall, the work in this thesis underlines that the fusion of computational tech-

niques, such as reducing order modeling and mesh morphing, can support the clin-

ical needs related to critical cardiovascular operations. With the developed tools,

we attempted to bring patient specific treatment closer to the clinical reality while

offering models with high reliability. Additionally, the investigation of thrombotic

phenomena in terms of CFD analysis brought some enlightening results. Our main

conclusion is that by adopting parameters that are linked tightly to the nature of the

problem, we are making progress in understanding and avoiding pathological condi-

tions. Multidisciplinary approaches between clinicians and engineers seem promising

for advancing healthcare and medical technology.
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erature review. Ciruǵıa Cardiovascular 2022, 29, 31–35.

[162] Biancolini, M. E.; Capellini, K.; Costa, E.; Groth, C.; Celi, S. Fast interac-

tive CFD evaluation of hemodynamics assisted by RBF mesh morphing and

reduced order models: The case of aTAA modelling. International Journal on

Interactive Design and Manufacturing (IJIDeM) 2020, 14, 1227–1238.

[163] Geronzi, L.; Gasparotti, E.; Capellini, K.; Cella, U.; Groth, C.; Porziani, S.;

Chiappa, A.; Celi, S.; Biancolini, M. E. High fidelity fluid-structure interaction

by radial basis functions mesh adaption of moving walls: A workflow applied

to an aortic valve. Journal of Computational Science 2021, 51, 101327.

[164] Aslan, S.; Guillot, M.; Ross-Ascuitto, N.; Ascuitto, R. Hemodynamics in

a bidirectional Glenn Shunt supplemented with a modified Blalock-Taussig

shunt: Computational fluid dynamics assessment. Progress in Pediatric Car-

diology 2021, 60, 101256.

[165] Zhang, N.; Haiyun, Y.; Chen, X.; Liu, J.; Zhou, C.; Huang, M.; Qifei, J.;

Zhuang, J. Hemodynamic of the Patent Ductus Arteriosus in Neonates

with Modified Blalock-Taussig Shunts. Computer Methods and Programs in

Biomedicine 2019, 186, 105223.

[166] McLennan, S.; Soulez, G.; Mongrain, R.; Mohammadi, H.; Pfister, M.;

Lessard, S.; Jabbour, G.; Therasse, E. Impact of Calcification Modelling to

Improve Image Fusion Accuracy for Endovascular Aortic Aneurysm Repair.

International Journal for Numerical Methods in Biomedical Engineering 2021,

38 .

103



BIBLIOGRAPHY

[167] Ota, H.; Takase, K.; Rikimaru, H.; Tsuboi, M.; Yamada, T.; Sato, A.;

Higano, S.; Ishibashi, T.; Takahashi, S. Quantitative vascular measurements

in arterial occlusive disease. Radiographics 2005, 25, 1141–1158.

[168] Guimaraes, M.; Schönholz, C.; Uflacker, R.; Huda, W. In Comprehensive Vas-

cular and Endovascular Surgery (Second Edition), second edition ed.; Hal-

lett, J. W., Mills, J. L., Earnshaw, J. J., Reekers, J. A., Rooke, T. W., Eds.;

Mosby: Philadelphia, 2009; pp 73–116.

[169] Wang, G.; Zhai, S.; Li, T.; Li, X.; Lu, D.; Wang, B.; Zhang, D.; Shi, S.;

Zhang, Z.; Liang, K., et al. Limb graft occlusion following endovascular aortic

repair: Incidence, causes, treatment and prevention in a study cohort. Exper-

imental and therapeutic medicine 2017, 14, 1763–1768.

[170] Wu, I.; Liang, P.; Huang, S.; Chi, N.; Lin, F.; Wang, S.-S. The significance

of endograft geometry on the incidence of intraprosthetic thrombus deposits

after abdominal endovascular grafting. European Journal of Vascular and En-

dovascular Surgery 2009, 38, 741–747.

[171] Katritsis, D.; Kaiktsis, L.; Chaniotis, A.; Pantos, J.; Efstathopoulos, E. P.;

Marmarelis, V. Wall shear stress: theoretical considerations and methods of

measurement. Progress in cardiovascular diseases 2007, 49, 307–329.

[172] Stein, P. D.; Sabbah, H. N. Measured turbulence and its effect on thrombus

formation. Circulation Research 1974, 35, 608–614.

[173] Yazdani, A.; Karniadakis, G. E. Sub-cellular modeling of platelet transport

in blood flow through microchannels with constriction. Soft Matter 2016, 12,

4339–4351.

[174] Qing, M.; Qiu, Y.; Wang, J.; Zheng, T.; Yuan, D. A Comparative Study on the

Hemodynamic Performance within Cross and Non-cross Stent-Grafts for Ab-

dominal Aortic Aneurysms with an Angulated Neck. Frontiers in Physiology

2021, 12, 795085.

104


	Acknowledgements
	Abstract
	Introduction
	Cyanotic Congenital Heart Diseases
	Modified Blalock Taussig Shunt

	Abdominal Aortic Aneurysm
	Endovascular Aneurysm Repair
	EVAR planning and navigation challenges
	EVAR related blood clots


	Materials and Methods
	Image Acquisition and Segmentation
	Computer Aided Design Reconstruction
	Study I
	Study III

	Computational Fluid Dynamics
	Mesh generation
	Study I
	Study III

	CFD set-up
	Study I
	Study III

	Study III: Flow analysis parameters
	Shear Strain rate
	WSS-related indices
	Backflow and vector analysis

	Study III: User Defined Functions

	Finite Element
	Study II: Set-up
	Study II: Mechanical and Clinical Parameterization

	Radial basis functions - Morphological Parameterization
	RBF Background
	Study I
	Study II

	Reduced Order Modeling
	ROM Background
	Study I
	Study II


	Results
	Study I
	RBF Mesh Morphing Verification
	ROM Validation
	ROM Exploitation

	Study II
	ROM Validation
	ROM Exploitation
	Qualitative analysis of the influence of the investigated parameters

	Study III
	Shear strain rate examination
	Analysis of Wall-Shear-Stresses related indices
	Backflow analysis
	Velocity vectors analysis


	Discussion
	Study I
	Study II
	Study III

	Conclusions
	Bibliography

